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“Bayesian disease surveillance by detection of anomalous clusters,” Third International Work-
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Grant Funding

CDC R01-CE003699, Allen and Doran (PIs), 9/30/2024-9/29/2029. “Community-based evaluation
of a novel, system-wide harm reduction strategic plan for people experiencing homelessness in New
York City”. This study will estimate the impact of shelter-based interventions on overdose risk,
assess heterogeneity in the impact of interventions, identify optimal combinations of interventions
to reduce overdose risk, and assess barriers and facilitators to implementation. NYU CUSP sub-
award: $156,572. Role: co-I.



NIH NIDDK R01-DK134668, Lee (PI), 8/25/2023-5/31/2028. “Identifying Risk Factors for Poor
Glycemic Control among Emergency Department Patients and Improving Linkage to Outpatient
Care”. This study will improve diabetes surveillance among the millions of high-risk patients that
visit EDs in the U.S. each year. The study will identify those newly diagnosed ED patients least
likely to follow up for outpatient care, determine the most common reasons why these patients were

unable to follow-up for care, and perform a telemedicine intervention to improve continuity of care
and glycemic control. Total award: $3,549,869. NYU CUSP subaward: $190,962. Role: co-I.

NSF IIS-2040898, Neill (PI), 2/1/2021-1/31/2025, supported by the NSF Program on Fairness in
Artificial Intelligence in Collaboration with Amazon. “FAI: End-to-End Fairness for Algorithm-in-
the-Loop Decision Making in the Public Sector”. We will develop methods and tools that assist
public sector organizations with fair and equitable policy interventions in areas including housing,
criminal justice, and health. Total award: $1,000,000. Role: PI.

NSF 11S-1926470, Kontokosta and Neill (PIs), 10/1/2019-9/30/2021. “AI-DCL: EAGER: Bias and
Discrimination in City Predictive Analytics”. We will improve urban analytics based on 311 citizen
complaints by developing new methods to identify systematic biases in the propensity to complain,
to understand the impact of reporting bias on predictive models for allocation of city services, and
to enable city agencies to account for and correct these biases. Total award: $297,652. Role: co-PI.

NIH NIDA R01-DA046620, Marshall (PI), 10/1/2019-9/30/2024. “Reducing Drug-Related Mor-
tality Using Predictive Analytics: A Randomized, Statewide, Community Intervention Trial”. This
project will develop and test an opioid overdose forecasting tool which will predict areas at highest
risk of future overdose deaths. It will also evaluate the impact of machine learning-based targeting

of overdose prevention programs through a randomized, statewide, community-level intervention
trial. Total award: $3,771,449. NYU CUSP subaward: $171,345. Role: co-I.

NYU Marron Institute, Been (PI), 7/1/2018-6/30/2019. “Making Local Governments’ Housing
Quality Maintenance Systems Fairer and More Efficient”. We will develop and evaluate predictive
analytics for targeted housing inspections by estimating the likelihood and severity of problems,
accounting for biases due to differential reporting rates. Total award: $50,000. Role: co-PI.

Richard King Mellon Foundation, Neill, Gorr, Akinci, and Berges (PIs), 1/1/2016-12/31/2019.
“Metro21: Knowledge-Powered Pittsburgh to Improve Urban Quality of Life.” Our project, “Ur-
ban Predictive Analytics for a Safer and Cleaner Pittsburgh,” will develop and deploy predictive
analytics for violence prevention in Pittsburgh. By incorporating many city and county data
sources, and by integrating predictive analyses at the geographic, subpopulation, and individual
levels, we will provide the Pittsburgh police and the city and county leadership with situational
awareness of the many inter-related factors influencing patterns of violence, assisting the develop-
ment of long-term violence prevention strategies and tactical interventions. Total award: $600,000.
Project award: $250,538. Role: PIL

Metro21 Initiative, Neill and Gorr (PIs), 1/1/2015-12/31/2016. “Open-Source 311 Predictive An-
alytics for the City of Pittsburgh.” We propose to deploy, evaluate, and extend an open-source
version of our CityScan predictive analytics software as part of the City of Pittsburgh’s 311 call
system, in collaboration with the City leadership. By predicting emerging clusters of 311 calls
(non-emergency service requests) and providing support for the City’s operational decisions based
on the predicted clusters, we will enable the City to respond proactively and effectively to emerging
challenges and citizen needs. Total award: $41,406. Role: PI.



NSF IIS-0953330, Neill (PI), 7/1/2010-6/30/2016, funded by National Science Foundation. “CA-
REER: Machine Learning and Event Detection for the Public Good.” This project will create and
explore novel methods for detection of emerging events in massive, complex, real-world datasets.
This research will be integrated with a multi-pronged educational initiative to incorporate machine
learning into the public policy curriculum. Total award: $529,962. Role: PI.

Disruptive Health Technology Institute, Neill (PI), unrestricted gift awarded 7/7/2014, “Discov-
ering Anomalous Patterns of Care to Improve Health Outcomes and Reduce Costs.” We plan to
create a widely applicable methodological and implementation framework for using massive quan-
tities of health insurance claims data to discover patterns of care with significant potential impacts
on patient outcomes and healthcare costs. Total award: $20,000. Role: PI.

John D. and Catherine T. MacArthur Foundation, Aronson (PI), 3/1/2013-8/31/2014, awarded
to CMU’s Center for Human Rights Science. “Evaluating Machine Learning Methods and Tools
for Use in Human Rights Work.” We will develop new machine learning methods for early detec-
tion and advance prediction of conflict events, and evaluate the potential utility of these methods
for enabling proactive responses to outbreaks of violence and human rights abuses. Total award:
$175,000. Role: “Pattern Detection and Event Prediction” project lead.

Center for the Future of Work, Padman (PI), “Design and Implementation of a Preliminary Work-
bench to Support Medication Reconciliation via Machine Learning.” This project will apply novel
collaborative filtering methods to support the complex task of medication reconciliation at the
point of care. Total award: $50,000. Role: co-PI.

UPMC Healthcare Innovation Grant, Neill (PI), unrestricted gift awarded 11/8/2010, funded by
University of Pittsburgh Medical Center- Technology Development Center. “Anomalous Pattern
Detection from Healthcare Data Streams.” This project will apply novel pattern detection methods
to detect anomalous patterns of patient care. Total award: $121,503. Role: PI.

UPMC Healthcare Innovation Grant, Padman (PI), unrestricted gift awarded 11/8/2010, funded
by University of Pittsburgh Medical Center- Technology Development Center. “Information Vi-
sualization for Cognitively Guided Decision Making for Diabetes Risk Assessment and Guideline
Compliance.” This project will develop and evaluate novel information visualization tools and
methods for improving diabetes care. Total award: $110,120. Role: co-PI.

NSF IIS-0916345, Neill (PI), 8/1/2009-7/31/2013, funded by National Science Foundation. “III:
Small: Fast Subset Scan for Anomalous Pattern Detection”. This project will develop new, general
subset scan methods for efficient pattern detection in massive datasets. Total award: $499,991.
Role: PI.

NSF 1IS-0911032, Dubrawski (PI), 9/1/2009-8/31/2014, funded by National Science Foundation.
“III: Large: Discovering Complex Anomalous Patterns”. This project will develop an integrated
probabilistic framework for pattern discovery, incorporating detection, characterization, explana-
tion, and learning from user feedback. Total award: $2,598,153. Role: Co-PI.

CDC 8-R01-HK000020, Dubrawski (PT), 9/30/2006-9/29/2008, funded by Centers for Disease Con-
trol and Prevention. “Efficient, Scalable, Multisource Surveillance Algorithms for BioSense”. This
project will develop multivariate Bayesian biosurveillance methods for inclusion in the BioSense
system. Total award: $1,198,409. Role: Co-PI.

NSF 1IS-0325581, Cooper (PI), 9/1/2003-8/31/2008, funded by National Science Foundation.



“ITR: Bayesian Modeling for Biosurveillance”. This project will develop novel Bayesian method-
ologies for the detection of disease outbreaks. CMU award: $1,246,800. Role: senior personnel.

CRTI-08-190RD, Davies (PI), 7/2009-6/2013, funded by CRTI. “Data Fusion Solutions for Mon-
itoring CBRNE Threats”. This project focuses on general solutions for integrating multiple data
sources for public health surveillance and integrates these solutions into two specific applications,
detection of severe outbreaks in hospitalized patients and surveillance of events related to illicit
substance abuse. Total award: $3,000,000. Role: Technical team, expert in statistical detection
methods and data mining.

CRT1I-06-0234TA, Davies (PI), 7/2007-7/2010, funded by CRTI. “Advanced Syndromic Surveillance
and Emergency Triage (ASSET)”. This project will develop and deploy a system for syndromic
surveillance of Emergency Department data in Ottawa, Ontario, for earlier detection of disease
outbreaks and bioterrorist attacks. Total award: $2,000,000. CMU subcontract: $25,475. Role:
Technical team, expert in statistical detection methods and data mining.

Recent Awards and Honors

Best paper honorable mention, EAAMO 2025.

Runner-up in the Department of Homeland Security’s Hidden Signals Challenge, for our work on
pre-syndromic disease surveillance, 2018.

Winner of the Yelp Dataset Challenge, 2016.

Dean’s Career Development Professorship, Carnegie Mellon University, 2012.

Named one of the “top ten artificial intelligence researchers to watch” by IEEFE Intelligent Systems
(“AT’s 10 to Watch”, Jan/Feb 2011).

NSF CAREER Award, 2010.

“Best Research Presentation” award, National Syndromic Surveillance Conference, 2005.

NSF Graduate Research Fellowship, 2002-2005.

Winston Churchill Scholarship, 2001-2002.

Barry M. Goldwater Scholarship, 1999-2001.

Two time winner of Mathematical Contest in Modeling, 2000 and 2001.

University Awards and Honors

Carnegie Mellon University Doctoral Fellowship, 2002-2006.

Duke University, Walter J. Seeley Scholastic Award in Engineering, 2001.
Duke University, George Sherrerd Award in Electrical Engineering, 2001.
Oxford University, Lord Rothermere Scholarship, 2000.

Duke University, PRUV Research Fellowship, 2000.

Duke University, Angier B. Duke Scholarship, 1997-2001.

Honor Societies: Phi Beta Kappa, Tau Beta Pi, Eta Kappa Nu.

Teaching

Fall 2024-present: Instructor for CSCI-GA.3033-112 (8017), Special Topics in Computer Science:
Fair and Ethical Machine Learning for Social Good, Courant Institute Department of Computer



Science, New York University.

Summer 2018-present: Capstone instructor for Center for Urban Science and Progress, New York
University. Mentored capstone projects “Predicting and prioritizing interventions to prevent child-
hood lead poisoning,” “Machine learning for diabetes screening and follow-up care in urban Emer-
gency Departments,” “Predictive modeling of opioid overdose risk for targeted public health inter-
ventions,” “Accuracy and equity in predictive hot-spot policing,” and “Property valuation and tax
mapping from imagery data”.

Spring 2017-present: Instructor for CUSP-GX-5003, Machine Learning for Cities, Center for Urban
Science and Progress, New York University.

Spring 2017-present: Instructor for PADM-GP-4147/4148, Large Scale Data Analysis with Machine
Learning I and II, Wagner School of Public Service, New York University.

Spring 2010-Spring 2014: Instructor for 90-921/10-831, Special Topics in Machine Learning and
Policy, Carnegie Mellon University.

Spring 2009-Spring 2016: Instructor for 90-904/10-830, Research Seminar in Machine Learning and
Policy, Carnegie Mellon University.

Spring 2008-Fall 2015: Instructor for 90-866, Large Scale Data Analysis for Public Policy, Carnegie
Mellon University.

Fall 2006-Fall 2015: Instructor for 95-796, Statistics for IT Managers, Carnegie Mellon University.
Spring 2005: Head teaching assistant for 15-781, Machine Learning, Carnegie Mellon University.
Spring 2004: Teaching assistant for 15-780, Advanced Al Concepts, Carnegie Mellon University.
Summer 1998: University of South Florida, Mathematics and Engineering Program. Taught
undergraduate-level courses in mathematics and computer science to gifted high school students.

Students/Postdocs Advised and Thesis Committees

Primary research advisor for Martina Balestra, Smart Cities Postdoctoral Associate, Center for
Urban Science and Progress, New York University.

Primary research advisor for Kate Boxer, Benjamin Jakubowski, Pavan Ravishankar, Betty Hou,
and Eliza Berman, Ph.D. students, Courant Institute Department of Computer Science, New York
University.

Primary research advisor for Boyuan (Jack) Chen, Ph.D. student, Department of Computer Science
and Engineering, Tandon School of Engineering, New York University.

Primary research advisor for Katie Rosman, M.S. student, Department of Computer Science and
Engineering, Tandon School of Engineering, New York University.

Primary research advisor for Shizhan Gong, M.S. student, Center for Data Science, New York Uni-
versity.

Primary research advisor for Ougni Chakraborty, M.S. student, Department of Electrical Engineer-
ing, Tandon School of Engineering, New York University.

Primary research advisor for Alexandra Lefevre, M.S. student, Department of Mathematics, Tan-
don School of Engineering, New York University.

Primary research advisor for Rushabh Shah, Pranav Jangir, Jackson Oleson, Houhan Lu, Stacy
Chao, Rachel Yuan, and Era Sarda, M.S. students, Department of Computer Science, Courant



Institute, New York University.

Primary research advisor for Neil Menghani, M.S. student, Department of Mathematics, Courant
Institute, New York University.

Primary research advisor for Devashish Khulbe, M.S. student, Center for Urban Science and
Progress, New York University.

Primary research advisor for Sophia Deng, M.S. student, Applied Statistics, New York University.

Primary research advisor for Julie Cestaro, M.S. student, Gallatin School of Individualized Study,
New York University.

Primary research advisor for Haorui Guo, Qingyu Serene Mo, Andy Wei, Jackson Oleson, Boyuan
Zhang, Gordon Dai, Taisheng Li, and Jack Tinker, undergraduate students, Courant Institute of
Mathematical Sciences, New York University.

Primary research advisor for Ellie Haber, undergraduate student, Department of Computer Science
and Engineering, Tandon School of Engineering, New York University.

Primary research advisor for Pragya Parasarathy, undergraduate student, College of Arts and Sci-
ence, New York University.

Primary research advisor for Feng Chen, postdoctoral fellow, H. John Heinz IIT College, Carnegie
Mellon University.

Primary research advisor for Skyler Speakman, Edward McFowland III, Sriram Somanchi, Abhinav
Maurya, Mallory Nobles, and Zhe Zhang, Ph.D. students, H. John Heinz III College, CMU.

Primary research advisor for Seth Flaxman, William Herlands, and Dylan Fitzpatrick, Ph.D. stu-
dents, Joint Ph.D. Program in Machine Learning and Policy, and Adona losif and Rishi Chandy,
Ph.D. students, Machine Learning Department, School of Computer Science, Carnegie Mellon Uni-
versity.

Primary research advisor for Yandong Liu, Kan Shao, Amrut Nagasunder, Kenton Murray, Xin
Wu, Tarun Kumar, Kai Liu, and Dylan Fitzpatrick, M.S. students, School of Computer Science,
Carnegie Mellon University.

Co-advisor for CUSP Smart Cities/Provost’s Postdoctoral Fellow John Pamplin, Center for Urban
Science and Progress, New York University.

Co-advisor for Ph.D. students: Bennett Allen (NYU Langone School of Medicine, Department of
Population Health); Konstantin Klemmer (University of Warwick).

Co-advisor for Isaac Bohart, MD/MS student, NYU Langone School of Medicine.

Thesis committee member for Ph.D. students at Carnegie Mellon University: Kaustav Das (Ma-
chine Learning Department), Stephen Fancsali (Department of Philosophy), Jeremy Gernand (En-
gineering and Public Policy), Sean Green (Engineering and Public Policy), Sharique Hasan (Heinz
College), Nandana Sengupta (Tepper School of Business), Yanchuan Sim (Language Technologies
Institute), Ben Towne (Societal Computing), Matthew Benigni (Societal Computing).

Thesis committee member for Computer Science Ph.D. students at New York University Tandon
School of Engineering, Courant Institute, and Center for Data Science: Rasika Bhalerao (CSE),
Nabeel Abdur Rehman (CSE), Ke Yang (CSE), Wesley Maddox (CS), Greg Benton (CS), Falaah
Arif Khan (CDS), Miao Zhang (CSE).



Thesis committee member for Xia Jiang, Ph.D. student, Department of Biomedical Informatics,
School of Medicine, University of Pittsburgh.

Qualifier committee member for Jun Shi, Ph.D. student, Civil and Environmental Engineering, and
Vladimir Ermakov, M.S. student, Robotics Institute, Carnegie Mellon University.

Heinz First Research Paper advisor for Chris Harle, Ph.D. student, H. John Heinz III College,
Carnegie Mellon University.

Work-study and independent study advisor for Sayantan Das, Rajas Lonkar, Yun Ni, Patrick
Wedgeworth, and Yating Zhang, MISM students, Heinz College, Carnegie Mellon University.

Professional Activities

Active participant in multiple large-scale efforts for development and deployment of disease surveil-
lance systems, including the CDC BioSense project, the National Biosurveillance Integration Sys-
tem, the National Retail Data Monitor, three Canadian disease surveillance projects funded by
CRTI, and ongoing work with North Carolina DOH and New York City DOHMH.

Established and directed a new PhD program in Machine Learning and Public Policy at Carnegie
Mellon University. This joint program between the Machine Learning Department and Heinz Col-
lege (School of Public Policy) is the first of its kind. The program will build bridges and encourage
collaborations between researchers in machine learning, computer science, public policy, and man-
agement. It will also attract and develop a highly competitive group of students with unique skills
in developing new machine learning tools and applying them to real-world policy domains.

Developed a new course, “Large Scale Data Analysis for Public Policy,” for the Heinz College at
Carnegie Mellon University. This master’s level course enables students to tackle a wide scope of
policy problems using state-of-the-art machine learning methods.

Developed a new course, “Research Seminar in Machine Learning and Policy,” for the Heinz College
and Machine Learning Department at Carnegie Mellon University. This Ph.D. level seminar pre-
pares students for cutting-edge research at the intersection of machine learning and public policy
through in-depth discussion of current research articles, essential topics, and ongoing projects.

Developed a new course series, “Special Topics in Machine Learning and Policy,” for the Heinz
College and Machine Learning Department at Carnegie Mellon University. Topics covered include
Event and Pattern Detection (2010, 2014), Machine Learning for the Developing World (2011),
Harnessing the Wisdom of Crowds (2012), and Mining Massive Datasets (2013).

Associate Editor for ACM Journal on Computing and Sustainable Societies (2022-present), IN-
FORMS Journal on Data Science (2020-present), ACM Transactions on Management Information
Systems (2017-present), IEEE Intelligent Systems (2013-present), Security Informatics (2017-2019),
and Decision Sciences (2017-2020). “Artificial Intelligence and Health” Department Editor for
IEEE Intelligent Systems (2011-present). Section editor for Handbook of Scan Statistics (2019,
Springer). Co-editor for Geolnformatica special issue on “Analytics of Local Events and News”
(2020). Editor-in-chief selection committee member for IEEE Intelligent Systems (2021). Steering
committee member for ACM COMPASS (Computing and Sustainable Societies), 2025-2028.

Scientific Program Chair for the International Society for Disease Surveillance Annual Con-
ference, Atlanta, GA, December 2011. Program co-chair for International Conference on Smart



Health (2014 and 2015). Area chair for NeurIPS Workshop on Al for Social Good (2019), ACM
Conference on Computing and Sustainable Societies (ACM COMPASS) (2020), ACM Conference
on Fairness, Accountability, and Transparency (ACM FAccT) (2020), and Neural Information Pro-
cessing Systems (NeurIPS) (2025). Senior program committee member for AAAI “Al for
Social Impact” track (2024, 2025, 2026). Best paper selection committee member for Work-
shop on Information Technologies and Systems (WITS) (2021). Advisory board member for
INFORMS Workshop on Data Science (2017). Program committee member for International
Society for Disease Surveillance Annual Conference (2007-2009), International Conference on Ma-
chine Learning (2008), BioSecure Workshop (2009), International Symposium on System Informat-
ics and Engineering (2011), IEEE International Conference on Intelligence and Security Informat-
ics (2012-2013, 2015, 2020, 2023), International Health Informatics Conference (2013), IEEE Joint
Intelligence and Security Informatics Conference (2014), KDD Workshop on Outlier Detection and
Description (2013-2015), International Workshop on Applied Probability (2016), ACM SIGSPA-
TIAL Workshop on Learning from Events and News (2017), KDD Workshop on Epidemiology
meets Data Mining and Knowledge Discovery (2018), NeurIPS Workshop on Machine Learning
for Development (2020, 2021), AAAI “Al for Social Impact” Track (2020-2021), ACM Conference
on Fairness, Accountability, and Transparency (2023), AAAI Conference on Artificial Intelligence
(2008, 2021-2023), and International Conference on Artificial Intelligence and Statistics (2024).

Served on National Science Foundation grant review panel (CCF Division), 2009. External re-
viewer for NIH grant review panel (NIAAA), 2011, and Swiss Data Science Center, 2017. Served
on National Science Foundation CAREER review panel, 2019.

Invited panelist for MacArthur Foundation meeting on “Urban Analytics and Neighborhood
Health” (Chicago, IL, May 2012), National Science Foundation subcommittee on youth violence
(Washington, DC, February 2013), KDD Workshop on Data Science for the Social Good (New York,
NY, August 2014), Convening on Data Science (Chicago, IL, February 2016), Workshop on Data-
Driven Criminal Justice Reform (New York, NY, October 2018), Data and Ethics Workshop (New
York, NY, May 2019), Health Affairs Housing and Health Special Issue Briefing (virtual, February
2024), Substance Abuse and Mental Health Services Administration DAWN Engage Symposium
(virtual, September 2024), Center for Economic and Policy Research (virtual, September 2025),
and NYU Langone AI and Health Symposium (New York, NY, October 2025). Paid advisory
board member for Sanofi, 2022-2023.

Journal paper reviews for Science, Proceedings of the National Academy of Sciences, Nature
Communications, Journal of Machine Learning Research, Machine Learning, Applied Mathemati-
cal Modelling, IEEE Transactions on FEvolutionary Computation, IEEFE Intelligent Systems, IEEE
Transactions on Knowledge and Data Engineering, ACM Transactions on Knowledge Discovery in
Data, Information Systems Research, PLoS Medicine, Management Science, Statistics in Medicine,
Knowledge and Information Systems, Nature Scientific Reports, Artificial Intelligence and Law,
PLoS Computational Biology, Theoretical Population Biology, Journal of the American Statistical
Association, Journal of the Royal Statistical Society A, Environmetrics, Test, Biometrics, Interna-
tional Journal of Health Geographics, Geoinformatica, IEEE Transactions on Pattern Analysis and
Machine Intelligence, ACM Transactions on Sensor Networks, Computational Statistics and Data
Analysis, Scandinavian Journal of Statistics, Environmental and Ecological Statistics, Geographical
Analysis, Methodological Innovations, Security Informatics, Statistical Analysis and Data Mining,
Perspectives on Psychological Science, and Systems, Man, and Cybernetics B.



Conference paper reviews for Neural Information Processing Systems (2006, 2017, 2019), Amer-
ican Medical Informatics Association Annual Symposium (2007), 28rd AAAI Conference on Artifi-
cial Intelligence (2008), 25th International Conference on Machine Learning (2008), 14th Interna-
tional Conference on Artificial Intelligence and Statistics (2011), IEEE International Conference
on Intelligence and Security Informatics (2012-2013, 2015), KDD Workshop on Outlier Detection
and Description (2013-2015), World Wide Web Conference (2014), and IEEE Joint Intelligence
and Security Informatics Conference (2014), as well as the program committees listed above.

University Service (CMU): Director, Event and Pattern Detection Laboratory. Program di-
rector, Joint Ph.D. Program in Machine Learning and Public Policy. Member of Heinz Ph.D.
Committee, Heinz Scientific Computing Committee, Heinz Information Systems Management Fac-
ulty Hiring Committee. Faculty search chair, tenure-track position in societal-scale data analysis
(2012) and tenure-track and research-track positions in applied statistical machine learning (2016),
CMU Heinz College. Developed and implemented new procedures to reduce implicit bias and im-
prove diversity in the College’s hiring practices. Faculty search committee member, tenure-track
position in operations research and analytics (2015) and tenure-track position in machine learn-
ing and economics (2016), CMU Heinz College. Co-organizer of Heinz College Faculty Research
Seminars (2011-2012 and 2014-2015). Co-organizer of CMU workshop (2012) and seminar series
(2013-2015) on Machine Learning and Social Sciences. Member of committee for developing the
Data Analytics track of CMU’s M.S. program in Public Policy and Management (2013).

University Service (NYU): Founder and Director, Machine Learning for Good Laboratory. Co-
Director, NYU Urban Initiative (2019-2022). Selection committee chair, Urban Doctoral Fellow-
ship. Member, Wagner Curriculum Committee. Member, Wagner Budget and Finance Oversight
Committee. Member, Wagner PhD Committee. Co-wrote and administered Preliminary Qualify-
ing Exam for Wagner PhD in Public Administration (2023). Search committee chair (2020) and
co-chair (2019) for seven Smart Cities Postdoctoral Research Associate positions, NYU Center for
Urban Science and Progress. Responsible Al faculty search committee (2023, 2024, 2025). CUSP
contract faculty search committee (2023) and tenure-track faculty search committee (2025). CUSP-
Civil and Urban Engineering joint curriculum committee (2025-2026).

International Society for Disease Surveillance: Served on the ISDS Advisory Group, formed
to advise the ISDS Board of Directors on the Society’s mission, strategic plan, and activities, and
the ISDS Analytic Solutions Advisory Group, formed to advise on public health consultancies and
to facilitate the transfer of public health surveillance methodology from research to practice.

Member of Sigma Xi, Association of Computing Machinery, International Institute of Forecasters,
and American Statistical Association.



