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p. 1: Fig 1.1 change bootstrap samples to number of samples

p. 7: 

In our experiments, this yields a range of 7.5 to 18.1. That is, 90% of the time, drugs should yield a value that is 7.5 to 18.1 more than the placebo.
-> 

In our experiments, this yields a range of 7.81 to 18.11. That is, 90% of the time, drugs should yield a value that is 7.81 to 18.11 more than the placebo.

p. 11: under Rank transformations

You look at the wealth --> You look at the salary 

order all wealths --> order all salaries

person's wealth --> person's salary

p. 21 and 22: in the Chi-squared section, where you see X2, it should be a greek letter chi not an X. There is one instance on p. 21 on the left hand side of the equation and three instances on p. 22: 

i) in the bottom right corner of the table

ii) we know when... 

and 

iii) we get a ...

p. 23: 42% of 44 is 18.4  -->  42% of 44 is 18.48

p. 23: we can't have .4 --> we can't have .48

p. 23: in the table, the column header above the 1.52

should be 

Difference of observed from expected

p. 23: in the next column header, square --> squared

p. 24: we have at least 2 degrees of freedom. -->

we have at least two degrees of freedom. When the data have multiple variables, the degrees of freedom is given by:

p. 24: This is because --> The reason is that

25: our taster consistently misidentified the tea.  

-->

our taster consistently misidentified the order of tea and milk.

p. 25: misidentifies the tea then he or she probably -->

misidentifies the order then he or she probably

p. 30:

square the result, and then sum these squares. 

-->

square the result, and then sum these squares.  WSS is the sum of the sum of squares for all groups.
Note: make sure the Wss is formatted correctly (see p. 38).
36:

bottom in the bottom formula, replace n by nd
p. 36:

In the following paragraph 

n is equal --> nd is equal

p. 37:

OR -->  or

p. 37:

bottom formula for factorSss replace n with ns
p. 44:

Replace all instances of 0.58 by 0.57 in the phrase:

Observed r: 0.58 151 out of 10000 experiments had a r greater than or equal to 0.58 Probability that chance alone gave us a r greater than or equal to 0.58 is 0.02

p. 45:

Remember that the p-value is defined as the probability that chance alone would yield a test statistic

less likely than the observed given that the null hypothesis is true. So in other words, the pvalue

measures the chance that for an individual test, the null hypothesis would be rejected when it

is in fact true.

-->

Remember that the p-value x of an individual test result is defined as the probability that when the null hypothesis is true (i.e. the treatment has no effect), then this test individual test will show a value (e.g. a difference in the means) at least as great as the one observed with probability x. The key phrase is "individual test". But what if there are a family of tests?

p. 46:

After the paragraph ending with "(i/m) times q":

Suppose we set q to be 0.05 and we get some value t. We will reject the null hypothesis for all tests (e.g. genes in a biology experiment) i from 1 to t, asserting that those t genes have been significantly affected by the treatment. We can assert further that the resulting false discovery estimate among these t genes is 0.05. 
The justification for the assertion of the false discovery rate is as follows: if all m test differences were in fact the result of chance and the null hypothesis held for them, then we'd expect the p-values to be uniformly distributed. That is, there would be as many test results having p-values between, say, 0% and 3% as between 55% and 58%. That holds because of the definition of p-value that we mentioned before. So, up to p-value P(t) we'd expect a number P(t)*m false positives out of a total of t genes that have been asserted to be positive.

This gives us a false discovery rate equal to the number of false positives divided by  the number declared to be positive = (P(t) * m)/t. Rewriting the above equation for t we get that (m/t)*P(t) <= q or equivalently (P(t) * m)/t <= q.

So, the resulting q properly estimates the false discovery rate under the slightly conservative assumption that there  will be P(t)*m false positives up to a p-value of P(t). A less conservative but somewhat more complex approach has been suggested by John Storey and Robert Tibshirani. You can find slides explaining  that approach at http://cs.nyu.edu/cs/faculty/shasha/papers/Qvalseasy.ppt.
Compositor: in the above please render the * in the expressions as a multiplication sign and the <= as proper less than or equal signs.
p. 47: We do not by contrast discuss the potential for manipulating a 

vote once inside the voting machine. 

-->

We do not by contrast discuss the potential for manipulating a 

vote once inside the voting machine (but

others do, see http://accurate-voting.org/pubs/).

p. 48.

From this we would compute

-->

From this we would compute that at least the following irregularities

have occurred:

p. 49 and following odd pages on running header:

NEW MEXICO S 2004‚ -->NEW MEXICO'S 2004‚
p. 49:

Remove underline on 'Remember'

p. 49: Along the x-axis of this graph are fraction

-->

Along the x-axis of the graph below are the percentage

p. 50: In the text,

figures  6.4, 6.5 and 6.6 should be 5.4, 5.5 and 5.6 respectively

p. 50: Remove

"The blue bar represents the overall undervote rate."

p. 52: Remove the rightmost bar in figure 5.6

51:

Is there a strong association between undervotes and some kind of 

machine? -->

Is there a strong association between undervotes and type of voting 

machine?

54:

The slope is very small so a change in ethnicity is only slightly 

related to a change in undervote 

-->

The slope is quite large:  an increase in percent minority from the  minimum of 0% to the maximum of 100% increases the percent undervote by 

6.8%, well above the 2% indication that usually warrants investigation. 

When ethnicity is strongly correlated with vote selection,  then an undervote change of this magnitude can change the outcome of an election. 

55:

Ethnicity isn’t a great predictor of undervote rank, but it isn’t bad.

-->

For push-button machines, ethnicity doesn't determine undervote rank, but is a good predictor.

p 56 (top): 

The slope is very small

-->

For optical machines, the slope is very small

p. 56 (middle):

Ethnicity isn't a great predictor of undervote rank. 

-->

Ethnicity isn't a great predictor of undervote rank on optical machines.

p. 57 (top):

The slope is very small so a change in ethnicity is only slightly related to a change in undervote rate. However the result is significant.

--->

The slope is fairly large and is negative this time. Also, the result is statistically significant.

p. 57: Please move this (and check spelling of minority and significantly):
The next question is whether the voting machine itself could determine the tendency to undervote. To minimize the effect of ethnicity, we can split the data into quadrants based on percent minority, and then for each quadrant ask if the machine types are significantly dif- ferent. The purpose of doing this would be to look at sections of the data in which percent minority does not vary much. At the end of this exercise we may be able to say, in the case where percent minority is between a and b, push button, touch screen, and optical scan machines do/do not significantly differ.

to below figure 5.9 and in a paragraph before the one that begins

with:

"Since we want to determine if the three machine types"

p. 61:

We conclude that in all four quadrants the machine types are significantly different.

-->

We conclude that in all four quadrants the  undervote rates differ significantly for different machine types.

p. 58 (bottom): Please remove the text:

OK, the difference may be significant, but is it large? Does it matter?

p. 59: Please remove the text:

OK, the difference may be significant, but is it large? Does it matter?

p. 60 (two places): Please remove the text: OK, the difference may be significant, but is it large? Does it matter?

61: (top, under “6.1.5 What did we find out?”):

the voters using touch screen machines suffered the least undervotes when percent minority (non-Anglo) was low, but, in all other cases, vote rs using push-button machines suffered the least undervotes.
-> 

the voters using touch screen machines suffered the least undervotes when percent non-Anglo was high (over approximately 55% of the population), but, in all other cases, voters using optical scan machines suffered the least undervotes.
62 (top):

touch screen -->

optical

p. 62:

single machine type consistently more likely to yield

-->

single machine type is consistently more likely to yield

