**Research Strategy**

**1. Significance**

In eukaryotes, gene regulation involves a complex interplay between transcription factors (TFs) and epigenetic regulators, which set the chromatin stage for TFs to activate or repress target genes (Fig. 1) [1]. This multilayer control allows living organisms to respond to environmental and developmental cues through coordinated expression of thousands of genes which can be abstracted as gene networks [2]. Gene network dysfunction has been implicated in many disease states [3, 4]. Prominent examples include cancer [5–7], inflammation [8] and T cell differentiation [9, 10]. Gene network inference is the task of identifying causal influences between regulator genes and regulated genes in a network to best explain the observed gene expression patterns [3]. Current popular gene network inference approaches usually use TFs as regulators [10–13], but don’t include the important layer of epigenetic regulation (Fig. 1), despite evidence that dysfunction in epigenetic control could lead to severe developmental defects and diseases [14, 15].

The exponential accumulation of epigenomics data in recent years (e.g. in ENCODE [16]) has led to recent efforts to incorporate epigenomic data into gene network studies [17–19]. These algorithms use histone profiles to improve network analysis. However, the molecular regulators of histone profiles - the epigenetic regulators - and their causal influence on the genomic targets have been so far largely overlooked. This ***EpiNet*** proposal will complement the current effort of bridging epigenomics data with transcriptome inference, by specifically testing the hypothesis that **incorporating epigenetic regulators as predictors will expand and refine predictive network models.** I will start with Arabidopsis SET Domain Group 8 (SDG8), a H3K36 methyltransferase homologous to human SETD2 (Huntingtin-interacting protein), to test this hypothesis. Arabidopsis is a good system for this purpose, because i) Arabidopsis SDG8 has specific target loci, unlike its yeast homology SET2 that targets the whole genome and ii) Unlike its human homolog, the Arabidopsis *sdg8* mutant is viable, which allows *in vivo* target identification. My preliminary genome-wide study has identified functional targets and bound targets of SDG8, which allows using this target loci information as prior knowledge to inform network inference. Starting with SDG8, I will also determine the functional targets of other epigenetic regulators, to complement the effort of identifying genomic targets for chromatin regulators in higher eukaryotes [20] and to facilitate network inference.

This proposal will link epigenetic modifiers with predictive network modeling, which will be informative for both fields. For the field of predictive network modeling, this proposal will offer a tool to incorporate a yet missing layer of gene regulation to allow more accurate modeling of biological systems. For the field of epigenetics, this proposal will provide a method to view epigenetic modifiers in the context of gene regulatory networks. The concept and methodology of *EpiNet* can be applied to study crucial biological questions across plant and animal phyla.

**2. Innovation.**

As mentioned above, some recent efforts have been made to integrate epigenomics data into network construction. Web-based informatics tools have been developed to construct gene networks based on shared histone marks among co-regulated genes [18], or to infer multi-level networks by incorporating histone profiles, TF-binding and gene expression data [17]. Histone profiles have also been used to derive prior knowledge to inform and improve the reconstruction of gene networks in yeast [21]. These studies demonstrate the power of incorporating epigenomics data into gene network analysis but overlook the causal influence of epigenetic regulators on the expression level of their genomic targets. My proposal is that epigenetic regulators should be allowed the same “predictor” roles as TF regulators in gene network modeling. This hypothesis is based on the knowledge that epigenetic regulators affect the gene expression level of their genomic targets [[22, 23] and my preliminary study]. By including epigenetic regulators in gene network models, I expect the resultant gene network will be better at predicting the “true” biological states, and this hypothesis is borne out by my preliminary results discussed below. When required, the current network inference tools will also be modified to treat epigenetic regulators as a special class of predictors, *e.g.* as an interactor with a TF regulator. Thus, the incorporation of epigenetic modifiers as potential regulators in gene network models, and their interactions with TFs, is an unexplored area of predictive network modeling that this proposal will test.

**3. Approaches**

**Overview:** This ***EpiNet*** proposal will specifically test the hypothesis that **incorporating epigenetic regulators as predictors will expand and improve predictive network modeling.** To do this, I will use a combination of experimental and computational approaches in three specific aims: In **Aim 1**, I will generate a fine scale time-course transcriptome data with a specific focus on one master epigenetic regulator, SDG8, to provide perturbation data for predictive network modeling in Aim 2. Next, I will test the performance of predictive network modeling with and without epigenetic regulators as predictors (**Aim 2A**), and with and without prior knowledge of genomic targets of SDG8 (**Aim 2B**). My preliminary data supports the idea that epigenetic regulators improve the accuracy of predictive network modeling. The gene network generated in Aim 2 will be validated, expanded and refined by experimentally testing genomic targets of additional epigenetic regulators implicated in the network in **Aim 3** (Fig. 2). Aim 1 and Aim 2A will be performed during my mentored phase, while Aim 2B and Aim 3 will be performed during my independent phase.

**Background**:

**Network inference:** One goal of systems biology is to be able to infer Gene Regulatory Networks [spell out all acronyms except DNA and RNA] with sufficient accuracy to predict *in silico* their behavior in response to future perturbations and untested conditions. Current efforts in this direction involve mining experimental perturbation data, *e.g.* time course transcriptome data, to infer causative relationships between regulatory genes and regulated targets [2] [10–13]. The basic logic behind network inference is quite simple: If expression level of gene A is perturbed, and subsequently the expression level of gene B is observed to change, then gene A may be causally upstream of gene B. Dynamic Bayesian Networks have become a popular choice for this task because they have the power to deal with experimental noise, missing data and hidden variables [24]. State-space modeling (SSM) is a subclass of dynamic Bayesian network learning method, and a modern machine learning technique, which has been applied to reverse engineer GRNs from time-series expression data [25, 26]. In this proposal, I will primarily use Dynamic Factor Graph approach (DFG) [12], a form of SSM, to infer gene networks.

**Epigenetic Regulators:** In eukaryotes, gene regulation involves a complex interplay between transcription factors and epigenetic regulators, which pack genomic DNA and poise genes for activation or repression (Fig. 1). Ever since the crystal structure of nucleosomes was published in 1997 [27], researchers have been hypothesizing that the N-terminal histone tail could be modified to regulate chromatin configuration. Experimental evidence accumulated in the last 20 years indeed proves that histone modification, a type of epigenetic control, plays an important role in modulating gene expression in the context of development and response to external stimulus [15, 28–32]. Histone modification maintains differentiated cell status, records memory of stress [31] and transmits traits across generations [33]. Histone modification is maintained by specific protein families. For example, histone methylation is mediated by histone methyltransferases (HMT) - SET domain containing proteins [34], and histone acetylation is maintained by histone acetyltransferases (HAC) and histone deacetylases (HDAC). In this proposal, I will study the role of epigenetic regulators – specifically histone modifiers – in gene regulatory networks.

**HMT SDG8:** My studies will initially focus on SDG8 (AT1G77300), a H3K36 methyltransferase. SDG8 is ideally suited for the proposed study because i) it mediates genome-wide responses to environmental signals and ii) it displays target specificity. ***A) SDG8 as master regulator of signal responsive GRNs***: mutations in *sdg8* have been implicated in a wide range of developmental and environmental responses from flowering to nutrient sensing [35–46]. For example, 90% of the genetic response to the phytohormone Brassinosteroid [44] is disrupted in an *sdg8* mutant. This allows ease in generating perturbation data to probe SDG8 function in GRN. ***B) Genomic targets of SDG8:*** SDG8 is well conserved among yeast (SET2)[47], plants, and humans (SETD2, Huntingtin-interacting protein). Yeast SET2 is the only H3K36 methyltransferase in the genome, by contrast, Arabidopsis *sdg8* mutant has drasctically lowered but residual levels of H3K36 di or tri-methylation. This indicates a scenario where there is more than one functioning H3K36 methyltransferase in the genome, and some level of target specificity for the various H3K36 HMTs. Using Arabidopsis as the model system, I identified genomic targets of SDG8 *in vivo.* This assay is possible in Arabidopsis as the mutant in *sdg8* is developmentally impaired but viable and fertile, unlike its mammalian homologs. My own studies on the role of SDG8 in sucrose and light signaling [Li et al., unpublished] shows that SDG8 targets ~700 genomic targets with specific biological functions (e.g. metabolism & photosynthesis) for H3K36 methylation to elevate their mRNA levels [Fig 3]. This latter finding suggests that the validated genomic targets of SDG8 can be used as priors to inform predictive gene network modeling. While the rich dataset I have accumulated on SDG8 will be used to seed the proposed study in Aim 1, I will expand my studies to include other epigenetic regulators in Aim 2 and 3. The approach and preliminary data for each specific aim are detailed below.

**Specific Aim 1: Perturbation data: Generate fine-scale time-series transcriptome data to learn regulatory networks (mentored phase).**

**Rationale:** Because*causality moves forward in time*, fine-scale time-course gene expression data provides an extremely valuable dataset to support the inference of causal relationships between regulators and regulated genes [12]. Thegoal of this aim is to generate a perturbation time-course transcriptome where the data-rich HMT SDG8 likely serves as a master regulator. SDG8 expression is induced by sucrose supply by 2-10 fold in dark-grown Arabidopsis seedlings [NASCARRAY database: NRID5273, 5275, 5277; NRID5279, 5281, 5283] and [48–50]. This observation agrees with the notion that SDG8 mediates a sucrose response [51] [Li et al unpublished]. Therefore, I will generate a fine-scale time-course transcriptome profile in response to sucrose nutrient sensing.

**Experimental Approaches:** Wild-type Arabidopsis plants will be grown in a hydroponic system, which facilitates rapid and instant treatment with sucrose. 7-day-old dark-grown Arabidopsis seedlings will be treated with 10mM sucrose and compared to controls [48, 52]. Both sucrose treated plants and control plants will be harvested, in triplicates, at 10 time points for RNA-seq (Fig. 4). To capture the best dynamic pattern of SDG8 mRNA level, the time points will be determined based on a pilot experiment to measure the temporal induction of SDG8 mRNA by qRT-PCR. My preliminary data suggests that a 2hr treatment of sucrose induces 1.5 fold increase in mRNA level of SDG8, therefore, the time points for qRT-PCR test will be 5min, 20min, 60min, 90min, 2hr, 4hr, 8hr and 12hr. [Hmm. Do we want to look at some targets of SDG8 too to help determine these points] This pilot study will help determine the range and intervals of time points for RNA-seq for best time resolution. I aim to perform reliable quantitative comparison of gene expression across time points in an efficient and economical way. To satisfy these demands, I will use a block design for multiplexed RNA-Seq libraries as shown in Fig. 4 [53]. Total RNA will be extracted and barcoded RNA-seq libraries will be prepared according to [54]. The RNA-seq libraries will be sequenced on an Illumina HiSeq platform at the NYU genomics core. **Bioinformatics analysis:** The Illumina HiSeq raw reads will be aligned to Arabidopsis TAIR 10 genome and gene counts will be generated using the TopHat-Cufflinks suite [55, 56]. The gene counts will be normalized by Quantile normalization, to render the expression measures across time points comparable [57]. Finally ANOVA, Linear model [58] and other appropriate statistical tests will be conducted in R to determine the genes responding to sugar treatments over time. These sugar-responsive genes form the universe for predictive network modeling in Aim 2.

**Innovation:** The transcriptome response of Arabidopsis to sucrose-treatments has been measured [50, 51, 59–61]. However, a detailed time-course transcriptome describing the fine-scale kinetics of gene response to sucrose – which is required to derive predictive network models is still lacking. [Doesn’t seem that fine as a time scale, but ok] The proposed research will fill this information gap, providing a temporal insight of the genetic response to a supply of energy molecules, and to fuel GRN analysis as proposed in Aim 2.

**Outcomes and alternative approaches:** This aim will generate a fine-scale time-course transcriptome profile in response to sucrose by RNA-seq, to provide gene expression datasets for predictive network modeling in Aim 2. Our lab has successfully profiled fine-scale time-course transcriptome using the Arabidopsis system [12](Coruzzi, unpublished). I also have extensive experience in preparing RNA-seq libraries and RNA-seq data analysis, so I do not expect major difficulties in performing the proposed experiments. A challenge could be to figure out the optimal experimental conditions to capture the dynamic range of SDG8 and target genes. As described above, pilot experiments by qRT-PCR will help determine the optimal time points, developmental stages and growth conditions.

**Specific Aim 2: Assessing the influence of epigenetic regulators in predictive network modeling.
Rationale:** In this aim, I will infer gene networks from the fine-scale time-series data generated in Aim 1, using a machine learning approach – Dynamic Factor Graph (DFG), a form of state space modeling (SSM). Previously, SSM-based studies took transcription factors as predictors for gene expression change, while ignoring the influence of epigenetic regulators (Karlebach and Shamir, 2008; Krouk et al., 2010). In this aim, I will construct GRNs with epigenetic modifiers as well as transcription factors as potential regulating gene to predict GRN behavior in untested conditions. This will be performed in two sub-aims as described below.

**A. Incorporating epigenetic modifiers as putative regulators in network models (mentored phase).** In this sub-aim, I will use DFG to reconstruct a gene network from the time series transcriptome data generated in Aim 1, either with or without epigenetic regulators as predictors, to assess the influence of epigenetic regulators on the nutrient responsive gene network.

**Modeling approaches:** I will be trained in using the DFG approach to infer GRNs from time course expression data. DFG is a version of state space modeling (SSM) that synthesizes dynamic Bayesian network and Markovian approaches [12]. In a Markov chain, each gene’s activity at time *t+1 is* dependent *only* on the state of regulatory genes (“predictors”) at previous time point *t*, regardless of the trajectory that led to the state at time *t* [2]. Mathematically, this can be described by ordinary differential equations, as below:

$$τ\frac{dy\_{i}(t)}{dt}=g\_{i}\left(y\left(t\right)\right)-y\_{i}(t)$$

where the mRNA concentration for a given gene *i* is $y\_{i}(t)$ ( $τ$ being a kinetic constant which allows modeling of mRNA degradation), and the rate of change of mRNA concentration of gene *i* is determined by function $g\_{i}$ describing the weighted influence of the several predictors (e.g. transcription factors) represented by vector $y\left(t\right)$. Hmm. I don’t love this formulation. Yi(t) should have a coefficient that models mRNA degradation and maybe it should be something yi(t+1) – yi(t) = gi(y(t)) – tau \* yi(t)

However, measurement of large-scale biological data is noisy by nature. To address this problem, DFG assumes that the measured gene expression level $y\left(t\right)$ is generated from an underlying, hidden state of “true” mRNA expression as $z\left(t\right)$ with a Gaussian noise term (Fig. 5A). DFG infers function *f,* which describes how true expression levels of predictor genes $z(t)$ at time t influence the change in true gene expression level of gene *i (* $z\_{i}\left(t\right)$ ) from time t to time t+1 (see the equation in Fig. 5A). I will train the model with the first 9 time points to solve the best function *f* to explain the expression pattern of each regulated gene *i* (Fig. 5B). To validate the “trained” model, I will use the learnt function *f* to predict the change of expression level of gene *i* in the last time point. I will then compare it to the experimentally observed value to test the predictive power of the learnt model (Fig. 5C). Finally, if *N* predictor genes influence the gene expression level of gene *i*, an inferred causal regulatory edge can be drawn between these *N* predictor genes and gene *i*. The union of such edges results in an overall GRN. [This sentence should go earlier when justifying this approach]Compared with other network inference approaches [11, 62, 63], DFG had a slight improvement in accuracy, and had a better signal-to-noise ratio using the same data [12].

To test the hypothesis that adding epigenetic regulators (such as SDG8) will improve predictive network modeling, I will first identify epigenetic regulators among the sugar responsive genes from the time-series data, which comprise the gene universe for predictive gene network modeling. This will be based on published annotation of epigenetic regulators including but not limited to HMT, HAT and HDAC gene families [34, 65]. These epigenetic regulators in addition to TFs [64] will be used as predictors to create a learned gene network model and GRN (Fig. 2). As control, I will also run DFG with *only* transcription factors as predictors [64] (Fig. 2), as previously described in [12], which will generate gene network models and a resultant GRN. These two network models will be compared in their network properties, subnetwork(s) of key genes, success rate in predicting left-out time-point, and *in vivo* validation with published transgenic experimental data if available (to estimate precision and recall), to test if epigenetic regulators help yield a better gene network**.**

**Preliminary analysis:** A fine-scale time-course transcriptome data from nitrogen treatment was generated to test the feasibility of my proposed approach. This fine-scale time series data, containing 10 time points (0, 5, 10, 15, 20, 30, 45, 60, 90, and 120 minutes) and two conditions (Nitrogen treated vs. controls), was analyzed by fitting a temporal trend for each condition using a cubic spline in the LIMMA package in R [58]. A *F*-test for differences in the coefficients of the two trends identified 2,173 genes that change in response to nitrogen treatment over time. These 2,173 genes comprise the gene universe for the predictive network modeling. In this universe, there are 161 TFs based on current Arabidopsis TF annotation in AGRIS database [64]. Importantly, this N-response gene universe also contains ten epigenetic regulators, including four HDACs (HDA8, HDT1, HDT3, and HDT4) [65], five HMTs (SDG19/SUVH3, SDG39/ASHR2, SDG15/ATXR5 and two putative HMTs) [66], and one RNA-directed DNA methylase (RDM1). With the help of co-mentor Dr. Dennis Shasha, the first 9 time points of the time-series expression data of these 2,173 N-response genes were used to train a DFG model as described in [12]. For run No.1, only the 161 TFs were used as the predictors in the modeling (“TF-DFG”); for run No. 2, TFs and the 10 epigenetic regulators were used as predictors in the modeling (“TF-EpiReg-DFG”) (Table 1). A highly stringent p-value cutoff (p-val<0.001) was applied to derive GRNs from the learnt models, *i.e.* if a predictor gene has high-confidence influence on a regulated gene by p-value < 0.001, this predictor gene and the regulated genes are connected by a inferred causal regulatory edge.

Significantly, the “TF-EpiReg-DFG” network contains 1,408 *de novo* edges linking epigenetic regulators to putative target genes, compared to the “TF-DFG” network. Importantly, when I focus on regulatory hubs inthe “TF-EpiReg-DFG” network, three epigenetic regulators are among the top 20 hubbiest regulatory genes: 1) a putative histone methyltransferase AT3G26850 (ranked 4th); 2) histone deacetylase HDT4 (ranked 5th); and 3) SET domain containing protein coded by AT3G56570 (rank 7th). Unfortunately, the genome wide targets of any these histone modifiers are not known. Nonetheless, this preliminary result supports a central role of epigenetic regulators in the nutrient responsive GRN. For example, all the epigenetic regulators and their regulated genes comprise a subnetwork of 453 genes, covering 45.85% of the nitrogen responsive GRN. This epigenetic-regulator based subnetwork uncovers interesting insights on how epigenetic regulators and TFs interact to regulate key metabolism genes in the nitrogen assimilation pathway (Fig. 6). Finally, allowing even a few epigenetic regulators as predictors in DFG increases the success rate of predicting left-out time points by 0.4%-9%.

These preliminary results thus support the feasibility of the approaches to incorporate epigenetic regulators in predictive network modeling using DFG. For my proposed study, I will apply the DFG machine learning approach to reconstruct GRNs from the sugar time-series transcriptome data from Aim 1, with only TFs as predictors, or with TFs and epigenetic regulators transcriptionally regulated in the sugar time-course (*e.g.* SDG8) as predictors, to derive different GRNs for comparison.

**B. Use experimentally derived SDG8->target information as “priors” to inform predictive network modeling (independent phase).** Experimentally confirmed regulatory edges between TFs and their target genes can be used as biological prior knowledge to inform and improve network modeling [67][19, 67]. In this subaim, I will use experimental confirmed genomic targets of SDG8 as prior knowledge, to inform predictive network modeling.

**Modeling approaches:** Typically, the algorithm for DFG starts with an initial *f* matrix representing the influence of the predictors (e.g. in my study the TFs and epigenetic regulators) on the regulated genes (Fig. 5B), which will be optimized by the end of the machine learning procedure. If no prior knowledge is used, this initial matrix is seeded with normal distributed pseudorandom numbers. When prior knowledge is used, a matrix of 1 and -1 representing the prior knowledge of the regulatory relationship between predictors and target genes (e.g. SDG8 and its genomic targets) will be overlaid on top of the random matrix as the initial matrix. I have profiled genomic targets of SDG8 through multiple *–omics* approaches using *sdg8* mutant and transgenic SDG8 epitope-tagged lines (see preliminary results below). This information will be provided as priors in the form of an initial seeding matrix for DFG, while epigenetic regulators and TFs will be used as predictors to create a third learnt model and GRN from the time-series data from Aim 1 (Fig. 2). The resulting GRN model will be compared to the ones constructed without prior knowledge (Fig. 2) in their network properties, including their success rate in accurately predicting gene expression states in left-out time-point data, and *in vivo* validation with published transgenic experimental data if available, to test if the epigenetic regulator priors help yield greater accuracy of prediction in the gene network**.**

**Preliminary data:** ***Identification of SDG8 genome-wide targets:*** A fast-neutron deletion mutant in *sdg8*, *sdg8-5*, was isolated previously in our lab in a positive genetic screen seeking molecular components involved in integrating light and sugar signaling [51]. Overall, the *sdg8-5* deletion mutant provides an ideal system to study genomic targets of HMTs. To identify its genome-wide targets, I performed histone ChIP-seq assays and detected a sharp and specific decrease of H3K36me3 marks in 4,060 genes in the *sdg8-5* mutant compared to WT (Fig. 3B & C) (FDR<0.05, fold change>2-fold by SICER [68]). By contrast, the rest of the genome displays a wild-type amount of H3K36me3 marks. These results demonstrate that SDG8 functions to target a specific set of genes for histone methylation. These 4,060 genes comprise the “functional targets” of SDG8, which are not dependent on developmental stages (*e.g.* juvenile *vs.* reproductive). To probe direct binding of SDG8 to its functional targets, I created a HA-tagged SDG8 transgenic line (*h*SDG8) (Fig. 3A). Using the *h*SDG8 transgenic line, 2,267 genes were detected to directly bind to SDG8 (FDR<0.01 by SICER), which contains 728 of the 4,060 functional target genes. These 728 genes are thus “high confidence direct targets” of SDG8 (Fig. 3A), since they are both bound by SDG8 and their associated histones are methylated by SDG8. Additionally, as a group these specific targets of SDG8 have functional specificity related to energy metabolism (Fig. 3E) and cis-regulatory binding motif specificity (Fig. 3A). This indicates that a targeting mechanism exists to enable SDG8 to specifically recognize and regulate genes involved in energy metabolism by epigenetic control. Importantly for network inference, SDG8 is required for elevating the mRNA level of its genomic targets (Fig. 3D). Therefore, I will use the 728 genomic targets of SDG8 as prior knowledge to inform the DFG modeling of sucrose time-series data as described above in **modeling approaches**.

**Innovation:** In traditional gene network inference approaches, transcription factors have been typically used as predictors for gene expression change [10–13]. However, to date these have not incorporated other regulatory molecules, like epigenetic regulators. In this aim, I am going to add epigenetic regulators in addition to TFs, as predictors in network inference, to study the function of epigenetic regulators in GRNs. In addition, biological databases such as TF-DNA binding databases [64] and KEGG metabolic pathway data [69] have been used as prior knowledge to inform network learning (Werhli and Husmeier, 2007). Recently, correlation data derived from histone modification profiles measured by ChIP-Seq was used as epigenetic priors to inform dynamic Bayesian network modeling, which improved the sensitivity and accuracy of the gene network model [19]. However, experimentally confirmed genomic targets of epigenetic regulators have not previously been tested as prior knowledge for network inference. This is partially because genomic targets of epigenetic regulators are not as well documented and studied as TF targets are, given the relatively short history of such effort [20, 22, 70]. Here, I aim to explore the innovative idea of using experimentally confirmed genomic targets of epigenetic regulators as prior knowledge to inform network inference.

**Outcomes and alternative approaches for Aim 2:** In Aim 2 I will be able to improve predictive network modeling by incorporating epigenetic regulators as predictors (Aim 2A) and genomic targets of epigenetic regulators as priors (Aim 2B) using network inference methods such as Dynamic Factor Graphs. I will assess if epigenetic data increases the performance of network inference using “left-out” data. My preliminary data supports this hypothesis. Importantly, this new and improved method of predictive network modeling will produce GRNs with epigenetic regulators as regulatory hubs, and reveal new biology on the epigenetic and transcriptional regulation of gene networks in response to environmental stimulus (for example see Fig. 6).

The Coruzzi lab and Dr. Dennis Shasha (co-mentor of this K99 proposal) have successfully implemented DFG for reconstructing causal GRNs from time series data as published in [12], and we have already tested the feasibility of including epigenetic regulators predictors as described above in preliminary results in Aim 2A, so I don’t expect major problem in implementing the proposed modeling approach. One possible scenario is that epigenetic regulators might have different behavior from TF regulators in network modeling. After I get trained in machine learning and developed better understanding of the scripts of DFG, I might modify DFG scripts to treat epigenetic regulators as a special class of predictors *e.g.* as an interactor with a TF regulator, or give SDG8 targets a special status *e.g*. altered response to TF influence. In the unlikely scenario that DFG approach is not suitable for the proposed study of priors in Aim 2B, I will consider other network modeling tools such as Inferelator [11], developed by Bonneau Lab in the Center for Genomics and Systems Biology at NYU, as an alternative.

**Specific Aim 3: Expansion and refinement of the epigenomic-informed GRN (independent phase).**

**Rationale**: In Aim 3, I will experimentally identify genome-wide targets of more epigenetic regulators besides SDG8 by ChIP-Seq, to validate and refine the DFG network generated in Aim 2. This iteration cycle (Fig. 2) will help refine the network prediction and expand our experimental target data on epigenetic regulators.

**Experimental and modeling Approaches:** As shown by my preliminary study, 16 epigenetic regulators (including HMTs, HATs and HDACs) are significantly regulated by a 2hr supply of sucrose at a FDR-adjusted p-value < 0.05 (Table 2). Therefore, I expect that Aim 2 will likely uncover multiple epigenetic regulators (including SDG8) that regulate the sucrose-responsive GRN. I will pick 3-5 epigenetic regulators to experimentally determine their genome-wide functional targets, by comparing histone profiles between WT and mutants using histone ChIP-Seq, as described in preliminary data in Aim 2B. I will prioritize epigenetic regulators for target identification as follows: i) Epigenetic regulators in the GRN from Aim 2 will be ranked by their out-degree, which measures how many genes are regulated by each of these epigenetic regulators. The epigenetic regulators ranked higher will be prioritized. ii) Epigenetic regulators with reported substrate information, *e.g.* H3K27m or H3K9Ac, will be prioritized, to speed up the functional target identification by histone ChIP-Seq. iii) Epigenetic regulators with available homozygous mutants from ABRC Arabidopsis seed stock center (abrc.osu.edu) will be prioritized. From this list of 3-5 prioritized genes, I will also pick 1-2 highly influential and interesting epigenetic regulators to create epitope-tagged transgenic lines as described in preliminary data in Aim 2B. This will enable me to determine their directly bound genomic targets by epitope-tag ChIP-Seq in addition to determining their functional targets by histone ChIP-Seq. The growth conditions for histone ChIP-Seq and epitope-tag ChIP-Seq will be the same as Aim 1, as the genomic targets of epigenetic regulators can be developmental-context dependent (REF).

 ***Validation***: The experimentally identified genomic targets of these 3-5 epigenetic regulators will be compared to their predicted targets in the GRN in Aim 2, [Will you be modifying these targets? I think that would be cool.] to serve as an independent experimental validation of network prediction. The significance of overlap between the experimentally validated targets and network predicted targets will be estimated using hypergeometric distribution. ***Expansion and refinement:*** Most importantly, the experimental validated genomic targets will provide new prior knowledge to fuel another round of predictive network modeling in Aim 2B, which will hopefully result in a more refined GRN by incorporating more biological information. This more refined GRN will predict new epigenetic regulators and targets for validation test in Aim 3 (Fig. 2). This iterative loop will gradually refine the GRN for generating new biological hypothesis.

**Innovation:** Numerous publications have reported genome-wide targets of TFs [71, 72]. By contrast, genomic targets of epigenetic regulators are less understood. In recent years, reports on global targets of epigenetic regulators have started to accumulate [73–77][1, 20]. Since binding doesn’t imply function [1, 78], it is equally important to identify functional targets of epigenetic regulators [23, 70] as well as bound targets. In this proposal, I took advantage of my preliminary data on genomic functional and bound targets of SDG8, to model its influence as a regulatory protein in a GRN. From this starting point, I will expand my research to identify genomic functional targets and bound targets of other epigenetic regulators, to help build the knowledgebase of genomic targets for epigenetic regulators.

**Outcomes and alternative plans:** Aim 3 will generate experimental data on genomic targets of epigenetic regulators in addition to SDG8 (e.g. HMTs, HATS, and HDACs as seen in Table 2), to validate and refine the GRNs in an iterative manner. As an alternative approach to expand the *EpiNet* study during the 3-year independent research phase, a shift of focus to other epigenetic regulators may lead to the discovery of GRNs that are responsive to other stimuli like abiotic/biotic stress, depending on the nature of these epigenetic regulators.

**Summary and Perspective:** This *EpiNet* proposal will complement the current effort of linking epigenomics data to GRN modeling, by specifically testing the hypothesis that incorporating epigenetic regulators as predictors will expand and improve predictive network modeling. The epigenetic regulation mechanism is largely conserved across kingdoms, therefore, a possible future direction would be to expand my research to animals, to test the conservation and uniqueness of epigenetic controlled GRNs in plants *vs.* animals. Also maybe other kinds of regulators such as hormones or whatever?
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