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Say that a probability distribution \( \{ p_i; i \in I \} \) over a finite set \( I \) is in "product form" if (1) \( p_i = \pi_i \prod_{i=1}^{d} \mu_s b_{si} \) where \( \pi_i \) and \( b_{si} \) are given constants and where \( \mu \) and \( \{ \mu_s \} \) are determined from the equations (2) \( \sum_{i \in I} b_{si} p_i = k_s \), \( s = 1, 2, \ldots, d \); (3) \( \sum_{i \in I} p_i = 1 \). Probability distributions in product form arise from minimizing the discriminatory information \( \sum_{i \in I} p_i \log p_i / \pi_i \) subject to (2) and (3) or from maximizing entropy or maximizing likelihood.

The theory of the iterative scaling method of determining (1) subject to (2) and (3) has, until now, been limited to the case when \( b_{si} = 0, 1 \). In this paper the method is generalized to allow the \( b_{si} \) to be any real numbers. This expands considerably the list of probability distributions in product form which is possible to estimate by maximum likelihood.

0. Summary. The theory of iterative scaling is generalized and, at the same time, the existing theory is formulated in a general setting and the proof of convergence is shortened. The application to maximum likelihood estimation is discussed, with special reference to truncated distributions, contingency tables and \( F \)-independence.

1. Introduction. Let \( I \) be a finite set and let \( \mathbf{p} = \{ p_i; i \in I, p_i \geq 0, \sum_{i \in I} p_i = 1 \} \) be a probability function on \( I \). Further let \( \mathbf{\pi} = \{ \pi_i; i \in I, \pi_i > 0, \sum_{i \in I} \pi_i \leq 1 \} \) be a positive, "sub-probability" function on \( I \).

"Generalized iterative scaling" is a method for finding a probability function of the form

\[
(1) \quad p_i = \pi_i \mu \prod_{i=1}^{d} \mu_s b_{si}
\]

which satisfies the constraints

\[
(2) \quad \sum_{i \in I} b_{si} p_i = k_s, \quad s = 1, 2, \ldots, d, \quad \sum_{i \in I} p_i = 1,
\]

where \( \forall s, \exists i \in I \) such that \( b_{si} \neq 0 \). The constants \( \pi_i \) and \( b_{si} \) are given and \( \mu, \mu_s \) are to be found.

We shall describe model (1) as log-linear since it says that \( \{ \log p_i / \pi_i; i \in I \} \) is a linear combination of known vectors \( \{ I_i; i \in I \} \) and \( \{ b_{si}; i \in I \} \), \( s = 1, 2, \ldots, d \). Apart from Kullback (1971), "log-linear" has previously been used only for the case when \( b_{si} = 0, 1, i \forall s, i \), (see Bishop (1969), Gokhale (1971)). Model (1) is better known as an example of an exponential family of probability functions. For recent work on the general exponential family, with special reference to the multivariate normal, see Dempster (1971). Patil (1966) has worked on a sub-family of the exponential family which he called multivariate, generalized, power-series distributions.
The log-linear form (1) and the constraints (2) are related to each other first through a property of discriminatory information and second, through properties of maximum-likelihood estimation which will be described in Section 3.

The discriminatory information function is defined as

\[ K(p, \pi) = \sum_{i \in I} p_i \log \frac{p_i}{\pi_i}, \]

where \( 0 \log 0 = 0 \) by definition, and is subject to the basic

**Lemma 1.**

\[ K(p, \pi) \geq 0 \quad \text{and} \quad K(p, \pi) = 0 \quad \text{if and only if} \quad p = \pi. \]

**Proof.** The proof of this result is well known (see eg. Kullback (1959)) for the case \( \sum_{i \in I} \pi_i = 1 \). If \( \sum_{i \in I} \pi_i < 1 \) define \( \sigma = \sum_{i \in I} \pi_i \). Then

\[ K(p, \pi) = K\left(p, \frac{1}{\sigma} \pi\right) - \log \sigma \]

which is clearly nonnegative and equal to zero if and only if \( p = \sigma^{-1} \pi \) and \( \sigma = 1 \), i.e. \( p = \pi. \)

The property connecting (1) and (2) is given in

**Lemma 2.** If a positive, probability function \( p \) of the form (1) satisfying (2) exists then it minimizes \( K(p, \pi) \) subject to (2) and is unique in doing so.

**Proof.** Let \( q \) be any probability function satisfying (2). Then

\[
K(p, \pi) = \sum_{i \in I} p_i [\log \mu + \sum_{i=1}^{d_i} b_{i1} \log \mu_i] \\
= \log \mu [\sum_{i \in I} p_i] + \sum_{i=1}^{d_i} \log \mu_i [\sum_{i \in I} b_{i1} p_i] \\
= \log \mu [\sum_{i \in I} q_i] + \sum_{i=1}^{d_i} \log \mu_i [\sum_{i \in I} b_{i1} q_i] \\
= \sum_{i \in I} q_i \log \frac{p_i}{\pi_i}.
\]

Hence

\[ K(q, \pi) - K(p, \pi) = K(q, p) \]

which is nonnegative and equal to zero if and only if \( q = p. \)

Kullback and Khairat (1966) provide a much more general version of Lemma 2. Note that Lemma 2 is almost the same as the following result (see Good (1963)) concerning the maximization of entropy.

**Lemma 3.** If there exists a positive probability function of the form

\[ p_i = \mu \prod_{s=1}^{d_i} \mu_s^{b_{is}} \]

satisfying (2) then it maximizes the entropy \( H(p) = -\sum_{i \in I} p_i \log p_i \) and is unique in doing so.

**Proof.** Consider \( H(p) - H(q) \) and proceed in the same way as for Lemma 2.
Definition. The constraints (2) are consistent if \( \{ q ; q_{s} > 0, q \) satisfies (2)\) is nonempty.

As a last preliminary result before discussing iterative scaling we express (1) and (2) in a more convenient form.

Lemma 4. Given that the constraints (2) are consistent, then (1) and (2) are expressible as

\[
(1') \quad p_{i} = \pi_{i} \prod_{r=1}^{e} \lambda_{r}^{a_{r_i}}
\]

\[
(2') \quad \sum_{i \in I} a_{r_i} p_{i} = h_{r}, \quad r = 1, 2, \ldots, c
\]

where

\[
a_{r_i} \geq 0, \quad \sum_{r=1}^{c} a_{r_i} = 1, \quad h_{r} > 0, \quad \sum_{r=1}^{c} h_{r} = 1.
\]

Proof. Define

\[
a_{s_i} = t_{s}(u_{s} + b_{s}), \quad \forall i, \quad h_{s} = t_{s}(u_{s} + k_{s}), \quad s = 1, 2, \ldots, d
\]

where \( u_{s} \geq 0, t_{s} > 0 \) are chosen to make

\[
a_{s_i} \geq 0 \quad \forall i \in I \quad \text{and} \quad \sum_{s=1}^{d} a_{s_i} \leq 1.
\]

If \( \sum_{s=1}^{d} a_{s_i} = 1 \forall i \), define \( c = d \). Otherwise define \( c = d + 1 \) and let

\[
a_{s_i} = 1 - \sum_{s=1}^{d} a_{s_i}, \quad h_{s} = 1 - \sum_{s=1}^{d} h_{s}.
\]

With these definitions of \( \{ a_{r_i}, r = 1, 2, \ldots, c, i \in I \} \) and of \( \{ h_{r} = 1, 2, \ldots, c \} \) it is clear that the constraints (2') are equivalent to (2). By the assumption that \( \forall s, s = 1, 2, \ldots, d \) not all \( b_{s_i} = 0, i \in I \), it follows that \( \forall r, r = 1, 2, \ldots, c, \) at least one \( a_{r_i} > 0 \). Therefore, by the assumption that the constraints (2) are consistent, it follows that \( h_{r} > 0 \).

To put (1) in the form (1'), define

\[
\lambda_{s} = \nu \mu_{s}^{1/s}, \quad s = 1, 2, \ldots, d, \quad \lambda_{c} = \nu
\]

where

\[
\nu = \nu \prod_{s=1}^{d} \mu_{s}^{-u_{s}}.
\]

The main results about generalized iterative scaling are given in Section 2. Section 3 is concerned with maximum likelihood estimation. In Section 4 the relationship of this paper to the existing literature is discussed and possible applications to new problems are suggested.

2. Generalized iterative scaling.

Theorem 1. Consider the sequence \( \{ p^{(n)}; n = 0, 1, 2, \ldots \} \) where \( p^{(n)} = \{ p_{i}^{(n)}; i \in I \} \) defined by

\[
p_{i}^{(0)} = \pi_{i}
\]

\[
p_{i}^{(n+1)} = p_{i}^{(n)} \prod_{r=1}^{e} \left( \frac{h_{r}^{(n)}}{h_{r}^{(n)}} \right)^{a_{r_i}} \quad n = 0, 1, 2, \ldots
\]

where

\[
h_{r}^{(n)} = \sum_{i \in I} a_{r_i} p_{i}^{(n)}.
\]
Provided that the constraints (2') are consistent the sequence \( \{p^{(n)}\} \) converges to a solution of (1') which is unique and positive.

**Proof.** We begin by proving that \( \sum_{i \in I} p_i^{(n)} \leq 1 \) for all \( n = 1, 2, \ldots \). Now, for \( n \geq 1 \),

\[
\sum_{i \in I} p_i^{(n)} = \sum_{i \in I} p_i^{(n-1)} \prod_{r=1}^{e} \left( \frac{h_r}{h_r^{(n-1)}} \right)^{a_{ri}},
\]

and, by the inequality between the generalized arithmetic and geometric means (or, equivalently, by the convexity of the logarithmic function),

\[
\prod_{r=1}^{r} \left( \frac{h_r}{h_r^{(n-1)}} \right)^{a_{ri}} \leq \sum_{r=1}^{e} a_{ri} \left( \frac{h_r}{h_r^{(n-1)}} \right)^{a_{ri}}.
\]

Hence,

\[
\sum_{i \in I} p_i^{(n)} \leq \sum_{r=1}^{e} h_r \prod_{r=1}^{e} \frac{h_r}{h_r^{(n-1)}} \sum_{i \in I} a_{ri} p_i^{(n-1)} = \sum_{r=1}^{e} \frac{h_r}{h_r^{(n-1)}} \sum_{i \in I} a_{ri} p_i^{(n-1)}.
\]

Since \( \sum_{i \in I} p_i^{(n)} \leq 1 \), it follows that \( \sum_{r=1}^{e} h_r \sum_{i \in I} a_{ri} p_i^{(n-1)} \leq 1 \). Also, it is clear that, for all \( n, p_i^{(n)} > 0 \) and therefore \( h_r^{(n)} > 0 \). Thus, by Lemma 1,

\[
K(h, h^{(n)}) = \sum_{r=1}^{e} h_r \log \frac{h_r}{h_r^{(n)}} \geq 0.
\]

Now let \( q \) denote any positive probability function satisfying (2'). Such a \( q \) exists by the assumption of the consistency of (2'). Then

\[
K(q, p^{(n+1)}) = K(q, p^{(n)}) - \sum_{i \in I} q_i \log \prod_{r=1}^{e} \left( \frac{h_r}{h_r^{(n)}} \right)^{a_{ri}}
\]

\[
= K(q, p^{(n)}) - \sum_{r=1}^{e} \log \frac{h_r}{h_r^{(n)}} \sum_{i \in I} a_{ri} q_i
\]

\[
= K(q, p^{(n)}) - K(h, h^{(n)}).
\]

It follows that the sequence

\[
\{K(q, p^{(n)}); n = 1, 2, \ldots\}
\]

is decreasing and, by Lemma 1 is bounded below by zero. Therefore it has a limit and this implies that

\[
K(h, h^{(n)}) \to 0 \quad \text{as} \quad n \to \infty.
\]

But

\[
K(h, h^{(n)}) \geq \frac{1}{2} \sum_{r=1}^{e} h_r (h_r - h_r^{(n)})^2
\]

(see eg. Rao (1965)) and hence

\[
(4) \quad h^{(n)} \to h
\]

because \( h_r > 0, r = 1, 2, \ldots, c.\)

Since \( \{p^{(n)}\} \) is a bounded sequence it possesses at least one limit point. Let \( p', p'' \) both be limit points. We know, from (4), that both satisfy the constraints (2'). Also both are of the form (1') since every \( p^{(n)} \) is of this form and \( p', p'' \)
are each the limits of convergent subsequences of \( \{p^{(n)}\} \). Further, \( p' \) and \( p'' \) are both positive probability functions because, if this were not so, \( \{K(q, p^{(n)})\} \) would have to diverge to \( +\infty \) whereas it converges downwards to a finite limit. Finally, by Lemma 2, there is at most one positive \( p \) satisfying (1') and (2') and therefore \( \{p^{(n)}\} \) converges to it. □

Corollary 1. If the constraints (2) are consistent there exists a (unique, positive) solution to (1) and (2).

Proof. This result is part of Theorem 1, but is separated for emphasis. □

Corollary 2. Consider \( k \) sets of constraints each of the form (2'). Let the \( m \)th set, \( m = 0, 1, \ldots, k - 1 \), be written

\[
\sum_{i \in I} a_{ri}^{(m)} p_i = h_r^{(m)}, \quad r = 1, 2, \ldots, c^{(m)}
\]

where

\[
\sum_{r=1}^{c^{(m)}} a_{ri}^{(m)} = 1, \quad \sum_{r=1}^{c^{(m)}} h_r^{(m)} = 1,
\]

and

\[
a_{ri}^{(m)} \geq 0, \quad h_r^{(m)} > 0.
\]

Then, provided that the constraints (5) are consistent, there exists a unique positive \( p \) which satisfies them and is of the form

\[
p_i = \pi_i \prod_{m=0}^{k-1} \prod_{r=1}^{c^{(m)}} [\lambda_r^{(m)}] a_{ri}^{(m)}.
\]

Moreover \( p \) can be obtained as the limit of a "cyclical" iterative scaling process. Precisely, \( p \) is the limit of the sequence \( \{p^{(n)}\} \) defined by

\[
p_i^{(0)} = \pi_i
\]

and

\[
p_i^{(n+1)} = p_i^{(n)} \prod_{r=1}^{c^{(m)}} \left( \frac{h_r^{(n)}}{h_r^{(m)}} \right) a_{ri}^{(m)}
\]

where \( n \) denotes the remainder after dividing \( n \) by \( k \) and

\[
h_r^{(m,n)} = \sum_{i \in I} a_{ri}^{(m)} p_i^{(n)}.
\]

Proof. The proof is easily obtained from the proof of Theorem 1. □

The class of iterative scaling processes previously discussed in the literature (see Section 4) is mainly distinguished by the fact that

\[
a_{ri}^{(m)} = 0, 1.
\]

In this case it is appropriate to use a different notation and Corollary 3 is a re-description of Corollary 2 in this notation.

Corollary 3. Consider \( k \) partitions of \( I \) and denote the \( m \)th, \( m = 0, 1, \ldots, k - 1 \), by

\[
I_{m}^{(1)}, I_{m}^{(2)}, \ldots, I_{m}^{(c^{(m)})}
\]

where each subset is nonempty. Then provided the constraints

\[
\sum_{i \in I_{ri}^{(m)}} p_i = h_r^{(m)}, \quad h_r^{(m)} > 0, \quad r = 1, 2, \ldots, c^{(m)}, \quad m = 0, 1, \ldots, k - 1
\]
are consistent, there is a unique \( p \) satisfying them of the form

\[
    p_i = \pi_i \prod_{m=0}^{k-1} r_{r_i(m)}^{(m)}
\]

where \( r_i(m) \) is the value of \( r \) for which \( i \in I_r(m) \). The iterative scaling process is defined by

\[
    p_i^{(n+1)} = p_i^{(n)} \frac{h_r^{(n_k)}}{h_{r_i}^{(n_k,n)}}
\]

where

\[
    h_r^{(m,n)} = \sum_{i \in I_r(m)} p_i^{(n)}.
\]

**Proof.** To see that Corollary 3 is a special case of Corollary 2 define

\[
    a_i^{(m)} = \begin{cases} 1 & \text{if } i \in I_r(m) \\ 0 & \text{if } i \notin I_r(m) \end{cases}
\]

Here we note two points concerning the relationship of Corollaries 2 and 3 to the parent theorem. The first is that, when \( a_{r_i} = 0, 1 \), inequality (3) in the proof of Theorem 1 reduces to a trivial equality. The second is that, while it is clear that the structure of iterative scaling is essentially revealed when \( k = 1 \) (the proof of Corollary 2 is little more than the proof of Theorem 1) it is unlikely that this observation would have been made in the context of \( a_{r_i} = 0, 1 \). For, when \( a_{r_i} = 0, 1 \) and \( k = 1 \), the problem of solving (1') and (2') is trivial and does not require iterative scaling. Thus, if the constraints are written

\[
    \sum_{i \in I_r} p_i = h_r, \quad r = 1, 2, \ldots, c
\]

where \( I_1, I_2, \ldots, I_c \) is a partition of \( I \), then the solution of (1') is \( p_i = h_r / |I_r| \), where \( r_i \) is the value of \( r \) for which \( i \in I_r \), and \( |I_r| \) is the number of elements in \( I_r \).

**Corollary 4.** The iterative process in Corollary 2 may be commenced with \( p^{(0)} \) of the form

\[
    p_i^{(0)} = \pi_i \prod_{m=1}^{k-1} \prod_{r_i=1}^{c(m)} a_r^{(m)} a_{r_i}^{(m)}
\]

Further, there is no requirement that \( \sum_{i \in I_r} p_i^{(0)} \leq 1 \).

**Proof.** This is immediate. □

We note that all of the above theory is trivially adaptable to the case when there is no factor \( \pi_i \) in (6). The general \( p_i^{(0)} \) is of the form (8) with \( \pi_i \) replaced by 1. However we comment that the simplest and most natural choice is for all the \( p_i^{(0)} \) to be equal. The actual common value taken is immaterial since it does not affect \( p_i^{(1)} \); for it is clearly true that if \( p_i^{(n+1)}(p_i^{(0)}) \) denotes \( p_i^{(n+1)} \) expressed as a function of \( p_i^{(0)} \) then

\[
    p_i^{(n+1)}(\theta p_i^{(0)}) = p_i^{(n+1)}(p_i^{(0)}).
\]

Finally, we comment that the iterative scaling process produces the probabilities \( p_i \) but that, if it is desired to find the parameters \( \lambda_i \), this can be done
in two ways. The first is simply to compile $\lambda_c$ as a product of terms $h_i/h_i^{(n)}$. The particular solution obtained in this way will of course depend on the initial approximation $p^{(0)}$. Alternatively, we can use the fact that $\{\log p_i; i \in I\}$ is a linear combination of known vectors $\{a_{ri}; i \in I\}$, $r = 1, 2, \ldots, c$, with coefficients $\{\log \lambda_r\}$. Therefore the parameters $\{\log \lambda_r\}$ can be found by solving $c$ linear equations.

3. Application to maximum-likelihood estimation. The practical problem of solving (1) and (2) arises when estimating probability functions rather than finding true ones. The appropriate theory to cover Kullback's (1959) minimum discriminatory information method of estimation is given in Lemma 2 and Corollary 1 to Theorem 1. The theory relevant to maximum likelihood estimation is given in

**Lemma 4.** Let $I$ be a finite set and let $\{p_i\}$ be an unknown probability function on $I$ of the form (1), namely

$$p_i = \pi_i \mu \prod_{s=1}^d \mu_s^{b_{si}},$$

where $\{\pi_i\}$ is known, $\{b_{si}\}$ is known but $\mu$ and $\{\mu_s\}$ are unknown. Given a sample of size $N$ with positive frequencies, $\{f_i; i \in I, f_i > 0, \sum_{i \in I} f_i = N\}$, the maximum likelihood estimate $\{\hat{\mu}_i\}$ of $\{p_i\}$ is the unique probability function of the form (1) which satisfies

$$\sum_{i \in I} b_{si} p_i = \sum_{i \in I} b_{si} \frac{f_i}{N}, \quad s = 1, 2, \ldots, d, \quad \sum_{i \in I} p_i = 1.$$  

Therefore $\{\hat{\mu}_i\}$ can be obtained by iterative scaling.

**Proof.** The constraints (9) are consistent because they are satisfied when $p_i = f_i/N$. Therefore there exists a unique $\{\hat{\mu}_i\}$ of the form

$$\hat{\mu}_i = \pi_i \hat{\mu} \prod_{s=1}^d \hat{\mu}_s^{b_{si}},$$

which satisfies them and which can be obtained by iterative scaling. To show that $\{\hat{\mu}_i\}$ uniquely maximizes the log-likelihood $\sum_{i \in I} f_i \log p_i$, consider

$$\sum_{i \in I} f_i \log \hat{\mu}_i - \sum_{i \in I} f_i \log p_i = \sum_{i \in I} f_i \log \frac{\hat{\mu}_i}{p_i}$$

$$= N \sum_{i \in I} f_i \frac{1}{N} \left[ \log \frac{\hat{\mu}_i}{\mu} + \sum_{s=1}^d b_{si} \log \frac{\hat{\mu}_s}{\mu_s} \right]$$

$$= N \sum_{i \in I} \hat{\mu}_i \left[ \log \frac{\hat{\mu}_i}{\mu} + \sum_{s=1}^d b_{si} \log \frac{\hat{\mu}_s}{\mu_s} \right]$$

by (9)

$$= N \sum_{i \in I} \hat{\mu}_i \log \frac{\hat{\mu}_i}{p_i}$$

which, by Lemma 1, is nonnegative and equal to zero if and only if $p_i = \hat{\mu}_i$, $\forall i \in I$. □

Thus, whereas the property of discriminatory information given in Lemma 2
takes us from the linear constraints to the log-linear model, the property of maximum likelihood given in Lemma 4 takes us in the opposite direction. Campbell (1970) proved a converse to Lemma 4 which leads from the constraints (9) to the log-linear form. Before stating Campbell’s theorem in the present context of finite $I$ note that, if the random variable $T_s$ is defined by $T_s(i) = b_{s1}^{(i)}$, then (9) may be written

\[
E[T_s] = \frac{1}{N} \sum_{j=1}^{N} t_s^{(j)}, \quad s = 1, 2, \ldots, d,
\]

where $\{t_s^{(1)}, t_s^{(2)}, \ldots, t_s^{(N)}\}$ is the sample of $N$ observed values of $T_s$.

**Campbell’s Theorem.** Choose $p$ according to “Gauss’s principle”: that maximum-likelihood estimation is to be equivalent to first-moment estimation given by (9'). Then $p$ is necessarily of log-linear form (1).

4. **Discussion.** Kullback (1971) has recently applied the theory of this paper to a problem in which some of the $\alpha_{ij}^{(m)}$ are $\frac{1}{2}$. Ireland, Ku and Kullback (1969) applied iterative scaling to tests of marginal homogeneity in $r \times r$ contingency tables for which some of the $b_{ij}^{(m)}$ are $-1$. Apart from this the literature on the theory and application of iterative scaling relates to probability functions of the form (7) with $\alpha_{ij}^{(m)} = 0, 1$, viz.

\[
p_i = \pi_i \prod_{m=1}^{k} \lambda_{r_i}^{(m)}\]

which, with its associated constraints, was the subject matter of Corollary 3. Moreover, virtually all of the applications relate in some way to contingency tables.

Ireland and Kullback (1968) gave a full discussion of iterative scaling and they chose, for convenience, the following context. Find a table $P$ of probabilities which has prescribed marginal totals and which is closest to the table II in the sense of minimizing discriminatory information. Here

\[
I = \{i = (i_1, i_2); i_1 = 1, 2, \ldots, c^{(1)}, i_2 = 1, 2, \ldots, c^{(2)}\}
\]

and, by Lemma 2,

\[
p_i = \pi_i \lambda_{i_1}^{(1)} \lambda_{i_2}^{(2)}.
\]

The constraints are

\[
\sum_{i \in I_r^{(1)}} p_i = h_r^{(1)}, \quad r = 1, 2, \ldots, c^{(1)}, \quad \sum_{i \in I_r^{(2)}} p_i = h_r^{(2)}, \quad r = 1, 2, \ldots, c^{(2)},
\]

where

\[
I_r^{(1)} = \{i = (i_1, i_2); i_1 = r\}, \quad I_r^{(2)} = \{i = (i_1, i_2); i_2 = r\}.
\]

Ireland and Kullback gave a proof of convergence which is based on the incomplete proof given by Brown (1959). Apart from the generalization to $\alpha_{ij}^{(m)} \neq 0, 1$, our proof is essentially the same as Ireland and Kullback’s except that it is shorter in the final stages.

Fienberg (1970) gave a geometric proof of convergence applicable to contingency tables. Also he provided a full bibliography of the literature to date on iterative scaling.
Darroch (1962) applied iterative scaling to finding the "no three-factor interaction" probabilities in a three-factor contingency table given the two-factor marginal totals. Here
\[ I = \{i = (i_1, i_2, i_3); i_j = 1, 2, \ldots, t_j, j = 1, 2, 3\} \]
and
\[ p_i = \lambda_{i_1}^{(1)} \lambda_{i_2}^{(2)} \lambda_{i_3}^{(3)}, \]
which is uniquely determined by constraints of the form
\[ \sum_{i_1=1}^{t_1} p_i = h_{i_1}^{(1)}, \quad \sum_{i_2=1}^{t_2} p_i = h_{i_2}^{(2)}, \quad \sum_{i_3=1}^{t_3} p_i = h_{i_3}^{(3)}. \]

A new application of the \( a_{ij}^{(m)} = 0, 1 \) type is to the calculation of "F-independent" probabilities, discussed in Darroch and Ratcliff (1972). In the bivariate case the \( F\)-independent probability function \( p \) is defined on the set
\[ I = \{i = (i_1, i_2); i_1 \geq 0, i_2 \geq 0, i_1 + i_2 \leq n\} \]
by
\[ p_i = \lambda_{i_1}^{(1)} \lambda_{i_2} h_{n-i_1-i_2}^{(3)}, \]
and is uniquely determined by constraints of the form
\[ \sum_{i_1=i} h_{r}^{(1)}, \quad \sum_{i_2=i} h_{r}^{(2)}, \quad \sum_{i_1+i_2=n-r} h_{r}^{(3)}. \]

Now we consider some possible applications of iterative scaling to problems in which \( 0 \leq a_{ij}^{(m)} \leq 1 \) or, in terms of (1) and (2) in which the \( b_{ij} \) are arbitrary real numbers. First, we note that any of the above-mentioned applications involving \( k \) sets of constraints can be converted into a problem involving one set of constraints by multiplying each constraint of the \( m \)th set by \( \theta_m, \sum_{m=1}^{k} \theta_m = 1 \). Thus, for the no three-factor interaction probability function, the three sets of constraints may be replaced by one set in which they are all multiplied by \( \frac{1}{3} \). This offers an alternative, noncyclic, iterative process for solving the problem. However, we do not wish to advocate it as numerical evidence strongly indicates that it is inferior to the cyclic process.

As a second field of application, we consider truncated probability distributions. An example is the truncated multinomial which may be expressed in the form (1) by defining
\[ (11) \quad p_i = \pi_i \mu \prod_{s=1}^{d} \mu_s^{i_s}, \quad i \in I \]
where
\[ i = (i_1, i_2, \ldots, i_d), \quad \sum_{s=1}^{d} i_s = n, \quad \pi_i = \frac{1}{d^n} \frac{n!}{\prod_{s=1}^{d} i_s !}, \]
and where \( I \) is a subset of \( \{i; i_s \geq 0, \sum_{s=1}^{d} i_s = n\} \). Consider the problem of finding the maximum likelihood estimates of \( \mu, \{\mu_s\} \), that is, of solving (11) subject to
\[ (12) \quad \sum_{i \in I} i_s p_i = \sum_{i \in I} i_s \frac{f_i}{N}, \quad s = 1, 2, \ldots, d, \quad \sum_{i \in I} p_i = 1. \]
Of course, if the subset \( I \) is such that the “normalizing parameter” \( \mu \) is a function of \( \mu_1, \mu_2, \ldots, \mu_q \) with manageable derivatives, the usual method of maximizing the likelihood by differentiation can be used. (See eg. Patil (1962).) The advantage of the iterative-scaling method of solving (11) and (12) is that it does not require any knowledge of the function \( \mu = \mu(\mu_1, \mu_2, \ldots, \mu_q) \) and therefore is insensitive to the nature of the truncation subset \( I \).

Finally, in addition to the estimation of truncated versions of standard log-linear distributions, iterative scaling opens the way to using new distributions in product form, all of which may be generated by the “principle of minimum discrimination information.” (See Good (1963) for a discussion of the almost equivalent “principle of maximum entropy.”) The list of standard distributions in product form is a very short one, primarily because it is implicitly required that \( \mu \) be a simple function of \( \mu_1, \mu_2, \ldots, \mu_q \). However, this property is unnecessary for us to understand the shape of the probability function and we now see that it is unnecessary for maximum likelihood estimation of the unknown parameters.
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