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Abstract

We present a study of generalization for data-dependent hypothesis sets. We give a
general learning guarantee for data-dependent hypothesis sets based on a notion of
transductive Rademacher complexity. Our main result is a generalization bound
for data-dependent hypothesis sets expressed in terms of a notion of hypothesis set
stability and a notion of Rademacher complexity for data-dependent hypothesis sets
that we introduce. This bound admits as special cases both standard Rademacher
complexity bounds and algorithm-dependent uniform stability bounds. We also
illustrate the use of these learning bounds in the analysis of several scenarios.

1 Introduction

Most generalization bounds in learning theory hold for a fixed hypothesis set, selected before
receiving a sample. This includes learning bounds based on covering numbers, VC-dimension,
pseudo-dimension, Rademacher complexity, local Rademacher complexity, and other complexity
measures [Pollard, 1984, Zhang, 2002, Vapnik, 1998, Koltchinskii and Panchenko, 2002, Bartlett
et al., 2002]. Some alternative guarantees have also been derived for specific algorithms. Among
them, the most general family is that of uniform stability bounds given by Bousquet and Elisseeff
[2002]. These bounds were recently significantly improved by Feldman and Vondrak [2019], who
proved guarantees that are informative, even when the stability parameter S is only in o(1), as
opposed to o(1/y/m). The log? m factor in these bounds was later reduced to logm by Bousquet
et al. [2019]. Bounds for a restricted class of algorithms were also recently presented by Maurer
[2017], under a number of assumptions on the smoothness of the loss function. Appendix A gives
more background on stability.

In practice, machine learning engineers commonly resort to hypothesis sets depending on the same
sample as the one used for training. This includes instances where a regularization, a feature
transformation, or a data normalization is selected using the training sample, or other instances
where the family of predictors is restricted to a smaller class based on the sample received. In other
instances, as is common in deep learning, the data representation and the predictor are learned using
the same sample. In ensemble learning, the sample used to train models sometimes coincides with
the one used to determine their aggregation weights. However, standard generalization bounds are
not directly applicable for these scenarios since they assume a fixed hypothesis set.
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Figure 1: Decomposition of the learning algorithm’s hypothesis selection into two stages. In the first
stage, the algorithm determines a hypothesis H{ g associated to the training sample S which may be a
small subset of the set of all hypotheses that could be considered, say H = Ugezm Hg. The second
stage then consists of selecting a hypothesis hg out of Hg.

1.1 Contributions of this paper.

1. Foundational definitions of data-dependent hypothesis sets. We present foundational defi-
nitions of learning algorithms that rely on data-dependent hypothesis sets. Here, the algorithm
decomposes into two stages: a first stage where the algorithm, on receiving the sample S, chooses
a hypothesis set Hg dependent on S, and a second stage where a hypothesis hg is selected from
Hs. Standard generalization bounds correspond to the case where Jg is equal to some fixed
independent of S. Algorithm-dependent analyses, such as uniform stability bounds, coincide with
the case where Hg is chosen to be a singleton Hg = {hg}. Thus, the scenario we study covers both
existing settings and other intermediate scenarios. Figure 1 illustrates our general scenario.

2. Learning bounds via transductive Rademacher complexity. We present general learning
bounds for data-dependent hypothesis sets using a notion of transductive Rademacher complexity
(Section 3). These bounds hold for arbitrary bounded losses and improve upon previous guarantees
given by Gat [2001] and Cannon et al. [2002] for the binary loss, which were expressed in terms of a
notion of shattering coefficient adapted to the data-dependent case, and are more explicit than the
guarantees presented by Philips [2005][corollary 4.6 or theorem 4.7]. Nevertheless, such bounds may
often not be sufficiently informative, since they ignore the relationship between hypothesis sets based
on similar samples.

3. Learning bounds via hypothesis set stability. We provide finer generalization bounds based
on the key notion of hypothesis set stability that we introduce in this paper. This notion admits
algorithmic stability as a special case, when the hypotheses sets are reduced to singletons. We also
introduce a new notion of Rademacher complexity for data-dependent hypothesis sets. Our main
results are generalization bounds (Section 4) for stable data-dependent hypothesis sets expressed in
terms of the hypothesis set stability parameter, our notion of Rademacher complexity, and a notion
of cross-validation stability that, in turn, can be upper-bounded by the diameter of the family of
hypothesis sets. Our learning bounds admit as special cases both standard Rademacher complexity
bounds and algorithm-dependent uniform stability bounds.

4. New generalization bounds for specific learning applications. In section 5 (see also Ap-
pendix G), we illustrate the generality and the benefits of our hypothesis set stability learning
bounds by using them to derive new generalization bounds for several learning applications. To our
knowledge, there is no straightforward analysis based on previously existing tools that yield these
generalization bounds. These applications include: (a) bagging algorithms that may employ non-
uniform, data-dependent, averaging of the base predictors, (b) stochastic strongly-convex optimization
algorithms based on an average of other stochastic optimization algorithms, (c) stable representation
learning algorithms, which first learn a data representation using the sample and then learn a predictor
on top of the learned representation, and (d) distillation algorithms, which first compute a complex
predictor using the sample and then use it to learn a simpler predictor that is close to it.

1.2 Related work on data-dependent hypothesis sets.

Shawe-Taylor et al. [1998] presented an analysis of structural risk minimization over data-dependent
hierarchies based on a concept of luckiness, which generalizes the notion of margin of linear classifiers.
Their analysis can be viewed as an alternative and general study of data-dependent hypothesis sets,



using luckiness functions and w-smallness (or w-smoothness) conditions. A luckiness function helps
decompose a hypothesis set into lucky sets, that is sets of functions luckier than a given function.
The luckiness framework is attractive and the notion of luckiness, for example margin, can in fact be
combined with our results. However, finding pairs of truly data-dependent luckiness and w-smallness
functions, other than those based on the margin and the empirical VC-dimension, is quite difficult, in
particular because of the very technical w-smallness condition [see Philips, 2005, p. 70]. In contrast,
hypothesis set stability is simpler and often easier to bound. The notions of luckiness and w-smallness
have also been used by Herbrich and Williamson [2002] to derive algorithm-specific guarantees. In
fact, the authors show a connection with algorithmic stability (not hypothesis set stability), at the
price of a guarantee requiring the strong condition that the stability parameter be in o(1/m), where
m is the sample size [see Herbrich and Williamson, 2002, pp. 189-190].

Data-dependent hypothesis classes are conceptually related to the notion of data-dependent priors
in PAC-Bayesian generalization bounds. Catoni [2007] developed localized PAC-Bayes analysis
by using a prior defined in terms of the data generating distribution. This work was extended by
Lever et al. [2013] who proved sharp risk bounds for stochastic exponential weights algorithms.
Parrado-Herndndez et al. [2012] investigated the possibility of learning the prior from a separate data
set, as well as priors obtained via computing a data-dependent bound on the KL term. More closely
related to this paper is the work of Dziugaite and Roy [2018a,b], who develop PAC-Bayes bounds by
choosing the prior via a data-dependent differentially private mechanism, and also showed that weaker
notions than differential privacy also suffice to yield valid bounds. In Appendix H, we give a more
detailed discussion of PAC-Bayes bounds, in particular to show how finer PAC-Bayes bounds than
standard ones can be derived from Rademacher complexity bounds, here with an alternative analysis
and constants than [Kakade et al., 2008] and how data-dependent PAC-Bayes bounds can be derived
from our data-dependent Rademacher complexity bounds. More discussion on data-dependent priors
can be found in Appendix F.3.

2 Definitions and Properties

Let X be the input space and Y the output space, and define Z := X x Y We denote by D the unknown
distribution over X x Y according to which samples are drawn.

The hypotheses h we consider map X to a set Y’ sometimes different from Y. For example, in binary
classification, we may have Y = {-1,+1} and Y’ = R. Thus, we denote by £:Y’ x Y — [0,1] a loss
function defined on Y’ x Y and taking non-negative real values bounded by one. We denote the loss
of a hypothesis h: X — Y at point z = (z,y) € X x Y by L(h, z) = £(h(x),y). We denote by R(h)
the generalization error or expected loss of a hypothesis i € JH{ and by Es(h) its empirical loss over
asample S = (21,...,2m):

m

R(h)= E [L(h,z)]  Rs(h)= E [L(h,2)]= §L<h7zi).

_ 1

- z ~S m £
In the general framework we consider, a hypothesis set depends on the sample received. We will
denote by H g the hypothesis set depending on the labeled sample S € Z™ of size m > 1. We assume

that Hg is invariant to the ordering of the points in S.

Definition 1 (Hypothesis set uniform stability). Fix m > 1. We will say that a family of data-
dependent hypothesis sets H = (Hg)sezm is S-uniformly stable (or simply 8-stable) for some 8 > 0,
if for any two samples S and S’ of size m differing only by one point, the following holds:

VheXHs,In' e Hg:VzeZ,|L(h,z) - L(K,2)| <B. (1)

Thus, two hypothesis sets derived from samples differing by one element are close in the sense that
any hypothesis in one admits a counterpart in the other set with 3-similar losses. A closely related
notion is the sensitivity of a function f:Z™ — R. Such a function f is called S-sensitive if for any
two samples S and S’ of size m differing only by one point, we have |f(S) - f(S")| < 5.

We also introduce a new notion of Rademacher complexity for data-dependent hypothesis sets. To
introduce its definition, for any two samples 5,7 € Z™ and a vector of Rademacher variables o,
denote by St the sample derived from .S by replacing its sth element with the ith element of T, for
alli e [m] = {1,2,...,m} with o; = —1. We will use (g 1 to denote the hypothesis set Hs.. , .



Definition 2 (Rademacher complexity of data-dependent hypothesis sets). Fix m > 1. The empirical
Rademacher complexity Rg (#H) and the Rademacher complexity 7, (#) of a family of data-

dependent hypothesis sets H = (Hg)sezm for two samples S = (27, . .. andT = (2F,... 2L
in Z™ are defined by

Zm)

%ST(’H)—E l sup Zazh(zT)‘l R (’H)—— E [ sup iaih(z;‘r)]. ()

heHg 1 i1 m ST~D™ | heng , il

When the family of data-dependent hypothesis sets H is S-stable with 8 = O(1/m), the empirical

Rademacher complexity %g,T(g ) is sharply concentrated around its expectation R?, (G), as with the
standard empirical Rademacher complexity (see Lemma 4).

Let Hg r denote the union of all hypothesis sets based on U = {U:U ¢ (SuT),U € Z"™}, the
subsamples of S U T of size m: Hgr = Uyey Hy. Since for any o, we have ng,T ¢ Hg,r, the
following simpler upper bound in terms of the standard empirical Rademacher complexity of Hg 1
can be used for our notion of empirical Rademacher complexity:

1 —~
M — E ih H
R, (H) < m srm esﬁlclgT ;0 (z7 )] D’” [ 7( S,T):Ia

where f)\%T(J-CS,T) is the standard empirical Rademacher' complexity of 3 7 for the sample 7.
Some properties of our notion of Rademacher complexity are given in Appendix B.

Let G5 denote the family of loss functions associated to Hg:
QS:{ZHL(h,Z):th{S}7 (3)

and let G = (Gg)gezm denote the family of hypothesis sets §s. Our main results will be expressed in
terms of R?, (G). When the loss function £ is p-Lipschitz, by Talagrand’s contraction lemma [Ledoux

and Talagrand, 19911, in all our results, k7, (G) can be replaced by Eg 7.pm [Rr(Hs1)]-

Rademacher complexity is one way to measure the capacity of the family of data-dependent hypothesis
sets. We also derive learning bounds in situations where a notion of diameter of the hypothesis
sets is small. We now define a notion of cross-validation stability and diameter for data-dependent
hypothesis sets. In the following, for a sample S, S === denotes the sample obtained from S by
replacing z € S by 2’ € Z.

Definition 3 (Hypothesis set Cross-Validation (CV) stability, diameter). Fix m > 1. For some
Xo X6 A A, Apax > 0, we say that a family of data-dependent hypothesis sets H = (J—CS)SGZm has
average CV-stability y, CV-stability x, average diameter A, diameter A and max-diameter A, if
the following hold:

E E su L(h ,2)=L(h,2)| <¥x 4)
S~Dm /D 2~ S [ heg{s,h'GgCSsz ( ) ( )_ X
sup E [ sup L(W,z)-L(h,2) [ <x 5)
Sezm 2'~D,z2~5 | pei(g, h’e?CSZHZ, ]
E E sup L(R',2)-L(h,2)| <A (6)
B B, g, 1097 H00)
sup E | sup L(h',z)-L(h,2)|<A (7
Sezm z~5 h,h'eﬂfs )
sup max| sup L(R',z)-L(h, z) < Anax- (8)
Sezm 2€S | hoh'eHg

CV-stability of hypothesis sets can be bounded in terms of their stability and diameter (see straight-
forward proof in Appendix C).

"Note that the standard definition of Rademacher complexity assumes that hypothesis sets are not data-
dependent, however the definition remains valid for data-dependent hypothesis sets.



Lemma 1. Suppose a family of data-dependent hypothesis sets H is B-uniformly stable. Then if it has
diameter A, then it is (A + [3)-CV-stable, and if it has average diameter A then it is (A + 3)-average
CV-stable.

3 General learning bound for data-dependent hypothesis sets

In this section, we present general learning bounds for data-dependent hypothesis sets that do not
make use of the notion of hypothesis set stability. One straightforward idea to derive such guarantees
for data-dependent hypothesis sets is to replace the hypothesis set H{s depending on the observed
sample S by the union of all such hypothesis sets over all samples of size m, H,,, = Ugezm Hsg.
However, in general, H,,, can be very rich, which can lead to uninformative learning bounds. A
somewhat better alternative consists of considering the union of all such hypothesis sets for samples
of size m included in some supersample U of size m + n, withn > 1, ﬁum =U gezm Hg. We will
U

derive learning guarantees based on the maximum transductive Rademacher complexity of ﬁy,m.

There is a trade-off in the choice of n: smaller values lead to less complex sets Hy,,,,, but they also
lead to weaker dependencies on sample sizes. Our bounds are more refined guarantees than the
shattering-coefficient bounds originally given for this problem by Gat [2001] in the case n = m, and
later by Cannon et al. [2002] for any n > 1. They also apply to arbitrary bounded loss functions
and not just the binary loss. They are expressed in terms of the following notion of transductive
Rademacher complexity for data-dependent hypothesis sets:

. 1 m+n
oU,m(g) =E sup  ——— Z aiL(h’ZzU) ’
7| heFu,, T =1
where U = (2V,...,2Y, ) € zm+n and where o is a vector of (m + n) independent random
variables taking value ™+ — ™ with probability ——. Our notion of
transductive Rademacher complexity is 51mpler than that of EI-Yaniv and Pechyony [2007] (in the
data-independent case) and leads to simpler proofs and guarantees. A by-product of our analysis
is learning guarantees for standard transductive learning in terms of this notion of transductive
Rademacher complexity, which can be of independent interest.

Theorem 1. Let H = (Hg)sezm be a family of data-dependent hypothesis sets. Let G be defined as
in (3). Then, for any § > 0, with probability at least 1 — & over the choice of the draw of the sample
S ~ Z™, the following inequality holds for all h € Hg:

— —~ / 3
R(h) < Rs(h) + max 2Ry, (G) +3\/ (& + 2)log(2) + 2/ (& + L) mn.

Proof. (Sketch; full proof in Appendix D.) We use the following symmetrization result, which holds
for any e > 0 with me? > 2 for data-dependent hypothesis sets (Lemma 5, Appendix D):

P | sup R(h) - Rs(h) > e] <2 ]P’ [ sup Rp(h) - Rg(h) > ]
S~Dm™ heHs D" heHs

To bound the right-hand side, we use an extension of McDiarmid’s inequality to sampling with-
out replacement [Cortes et al., 2008] applied to ®(S) = sup;, 57, Rr(h) - Rs(h). Lemma 6

(Appendix D) is then used to bound E[®(S)] in terms of our notion of transductive Rademacher
complexity. O

4 Learning bound for stable data-dependent hypothesis sets

In this section, we present our main generalization bounds for data-dependent hypothesis sets.

Theorem 2. Let H = (Hg)gezm be a B-stable family of data-dependent hypothesis sets, with X
average CV-stability, x CV-stability and Ay, ax max-diameter. Let G be defined as in (3). Then, for
any § > 0, with probability at least 1 — 0 over the draw of a sample S ~ 2, the following inequality



holds for all h € Hg:
Vh e Hs, R(h) < Rs(h) + min{min {29%,(9), X} + (1 +28m)\/ 5, log(5), )

Vex +4/ (5 +26)log($), (10)
48(38 + Amax) log(m) log(32) +/ 4 log(é)}- (11)

The proof of the theorem is given in Appendix E. The main idea is to control the sensitivity of the
function W(.S,5”) defined for any two samples S, S’, as follows:

W(S,8") = sup R(h) - Rs/(h).
hég’fs

To prove bound (9), we apply McDiarmid’s inequality to ¥(S,.S), using the (% + 2(3)-sensitivity
of ¥(S,S), and then upper bound the expectation Eg.pm [¥(S,S)] in terms of our notion of
Rademacher complexity. The bound (10) is obtained via a differential-privacy-based technique,
as in Feldman and Vondrak [2018], and (11) is a direct consequence of the bound of Feldman
and Vondrak [2019] using the observation that an algorithm that chooses an arbitrary h € Hg is
O(8 + Amax )-uniformly stable in the classical [Bousquet and Elisseeff, 2002] sense.

Bound (9) admits as a special case the standard Rademacher complexity bound for fixed hypothesis
sets [Koltchinskii and Panchenko, 2002, Bartlett and Mendelson, 2002]: in that case, we have Hg = H
for some J, thus Y, (G) coincides with the standard Rademacher complexity R, (G ); furthermore,
the family of hypothesis sets is O-stable, thus the bound holds with 3 = 0.

Bounds (10) and (11) specialize to the bounds of Feldman and Vondrak [2018] and Feldman and
Vondrak [2019] respectively for the special case of standard uniform stability of algorithms, since in
that case, Hg is reduced to a singleton, Hg = {hg}, and so A = 0, which implies that x < A + 3 = .

The Rademacher complexity-based bound (9) typically gives the tightest control on generalization
error compared to the bounds (10) and (11), which rely on the cruder diameter notion. However the
diameter may be easier to bound for some applications than the Rademacher complexity. To compare
the diameter-based bounds, in applications where A, = O(A), bound (11) may be tighter than
(10). But, in several applications, we have 8 = O( %) and then bound (10) is tighter.

S Applications
We now discuss several applications of our learning guarantees, with some others in Appendix G.

5.1 Bagging

Bagging [Breiman, 1996] is a prominent ensemble method used to improve the stability of learning
algorithms. It consists of generating k£ new samples Bi, Bo, ..., By, each of size p, by sampling
uniformly with replacement from the original sample .S of size m. An algorithm A is then trained
on each of these samples to generate k predictors A(B;), i € [k]. In regression, the predictors are
combined by taking a convex combination Zle w;A(B;). Here, we analyze a common instance of
bagging to illustrate the application of our learning guarantees: we will assume a regression setting
and a uniform sampling from S without replacement.”> We will also assume that the loss function is
p-Lipschitz in its first argument, that the predictions are in the range [0, 1], and that all the mixing
weights w; are bounded by % for some constant C' > 1, in order to ensure that no subsample B; is
overly influential in the final regressor (in practice, a uniform mixture is typically used in bagging).

To analyze bagging, we cast it in our framework. First, to deal with the randomness in choosing
the subsamples, we can equivalently imagine the process as choosing indices in [m] to form the
subsamples rather than samples in S, and then once S is drawn, the subsamples are generated by

2Sampling without replacement is only adopted to make the analysis more concise; its extension to sampling
with replacement is straightforward.



filling in the samples at the corresponding indexes. For any index i € [m], the chance that it is
picked in any subsample is %. Thus, by Chernoff’s bound, with probability at least 1 — §, no index in

[m] appears in more than ¢ := kp o\ /2kplos() subsamples. In the following, we condition on the

m m
random seed of the bagging algorithm so that this is indeed the case, and later use a union bound
to control the chance that the chosen random seed does not satisfy this property, as elucidated in
section F.2.

Define the data-dependent family of hypothesis sets H as Hg := { Zle w; A(B;): w € Akc/ k}, where

Akc/ ¥ denotes the simplex of distributions over k items with all weights w; < % Next, we give upper
bounds on the hypothesis set stability and the Rademacher complexity of . Assume that algorithm
A admits uniform stability 34 [Bousquet and Elisseeff, 2002], i.e. for any two samples B and B’ of
size p that differ in exactly one data point and for all z € X, we have |A(B)(z) - A(B")(z)| < B4.
Now, let S and S’ be two samples of size m differing by one point at the same index, z € S and
z" € S'. Then, consider the subsets B; of S’ which are obtained from the B;s by copying over all the
elements except z, and replacing all instances of z by z’. For any B, if z ¢ B;, then A(B;) = A(B])
and, if z € B;, then |A(B;)(x) - A(B])(x)| < B.4 for any z € X. We can now bound the hypothesis
set uniform stability as follows: since L is p-Lipschitz in the prediction, for any 2z’ € Z, and any

w € Akc/k, we have
<[£+ /2p10g(%)].cuﬂA
- |m km .

It is easy to check the CV-stability and diameter of the hypothesis sets is £2(1) in the worst case. Thus,
the CV-stability-based bound (10) and standard uniform-stability bound (11) are not informative
here, and we use the Rademacher complexity based bound (9) instead. Bounding the Rademacher
complexity ﬁs(%s}’r) for S,T ¢ Z™ is non-trivial. Instead, we can derive a reasonable upper
bound by analyzing the Rademacher complexity of a larger function class. Specifically, for any
z € Z, define the d := (2;”)-dimensional vector u; = (A(B)(2))pesur,B-p- Then, the class of
functions is Fs 7 := {z = wTu, : we R |w|; = 1}. Clearly Hsr € Fs 7. Since |u, [ < 1,
a standard Rademacher complexity bound (see Theorem 11.15 in [Mohri et al., 2018]) implies

= 2log (2(>™
Rs(Fsr) <V g(m( 2) <2 1°if4m). Thus, by Talagrand’s inequality, we conclude that

ﬁg(Qs,T) </ %@m). In view of that, by Theorem 2, for any § > 0, with probability at least
1-20 over the draws of a sample S ~ D™ and the randomness in the bagging algorithm, the following
inequality holds for any h € Hg:

R(h) < Rs(h) + 2#\/2]9107%1m+ ll + 2[p+ \/%WllkT};)

For p = o(\/m) and k = w(p), the generalization gap goes to 0 as m — oo, regardless of the stability
of A. This gives a new generalization guarantee for bagging, similar (but incomparable) to the one
derived by Elisseeff et al. [2005]. One major point of difference is that unlike their bound, our bound
allows for non-uniform averaging schemes.

LSk wiA(By), 2") = L(SLy wiA(B), 2")

log %
2m

CuBa

5.2 Stochastic strongly-convex optimization

Here, we consider data-dependent hypothesis sets based on stochastic strongly-convex optimization
algorithms. As shown by Shalev-Shwartz et al. [2010], uniform convergence bounds do not hold for
the stochastic convex optimization problem in general.

Consider K stochastic strongly-convex optimization algorithms .A;, each returning vector @JS , after
receiving sample S € Z™, j € [K]. As shown by Shalev-Shwartz et al. [2010], such algorithms are
B = O(L) sensitive in their output vector, i.e. for all j € [K], we have | @ - wf’ | <BifSand S’
differ by one point.

Assume that the loss L(w, z) is p-Lipschitz with respect to its first argument w. Let the data-

dependent hypothesis set be defined as follows: Hg = {Zszl ;W3 ae A nBy(ag, r)}, where

J



ay is in the simplex of distributions A g and By (cyg,r) is the L ball of radius » > 0 around ag. We
choose 1 = m. A natural choice for oy would be the uniform mixture.

Since the loss function is p-Lipschitz, the family of hypotheses g is pS-stable. In this setting,
bounding the Rademacher complexity is difficult, so we resort to the diameter based bound (10)
instead. Note that for any a, &’ € Ax N By (g, ) and any z € Z, we have
S s & 5 s s
- I — !
L( Y oy 7,z) —L( Y, o5 ,z) <p < | [w? wK]”1 o la—a'1 <2urD,
j=1 j=1 2 7

2 : S
I\ —~
b=t

I =y w2
[ER

admits the following upper bound: A< 2urD =

= max;e[x] |w? |2 < D. Thus, the average diameter

1
Vm®
with probability at least 1 — 4, the following holds for all & € A N By (ag,7):

Ko 1 m Ko 1 6
zI~E® [L(;:1 ajwf,z)] < mi;L(;aiwf,zf) + \/%+ Veus +4\/(m + 2pﬁ)log(5).

The second stage of an algorithm in this context consists of choosing «, potentially using a non-stable
algorithm. This application both illustrates the use of our learning bounds using the diameter and its
application even in the absence of uniform convergence bounds.

where | [w? --~wf(]||172 = MaXz40

In view of that, by Theorem 2, for any § > 0,

As an aside, we note that the analysis of section 5.1 can be carried over to this setting, by setting A to
be a stochastic strongly-convex optimization algorithm which outputs a weight vector w. This yields
generalization bounds for aggregating over a larger set of mixing weights, albeit with the restriction
that each algorithm uses only a small part of S.

5.3 A-sensitive feature mappings

Consider the scenario where the training sample S € Z™ is used to learn a non-linear feature mapping
Pg: X — RY that is A-sensitive for some A = O( %) ® g may be the feature mapping corresponding
to some positive definite symmetric kernel or a mapping defined by the top layer of an artificial neural
network trained on S, with a stability property.

To define the second state, let £ be a set of y-Lipschitz functions f:RY — R. Then we define
Hs = {x > f(Ps(x)):f € L}. Assume that the loss function ¢ is u-Lipschitz with respect to its
first argument. Then, for any hypothesis h:z — f(®g(z)) € Hs and any sample S’ differing from
S by one element, the hypothesis h': 2 — f(®g/(x)) € Hge admits losses that are S-close to those
of h, with 8 = uvyA, since, for all (x,y) € X x Y, by the Cauchy-Schwarz inequality, the following
inequality holds:

((f(®s()),y) - (f(Ps(2)),y) < plf (Ps(2)) = f(Ps(2))] < v Ps(z) - s (@) ] < pyA.

Thus, the family of hypothesis set 7 = (Hg) gezm is uniformly S-stable with 8 = puyA = O(%) In
view of that, by Theorem 2, for any § > 0, with probability at least 1 — § over the draw of a sample
S ~ D™, the following inequality holds for any h € Hg:

R(R) < Rs(h) +29%%,(G) + (1 + 2uyAm) /5= log(1). (12)

Notice that this bound applies even when the second stage of an algorithm, which consists of selecting
a hypothesis hg in Hg, is not stable. A standard uniform stability guarantee cannot be used in that
case. The setting described here can be straightforwardly extended to the case of other norms for the
definition of sensitivity and that of the norm used in the definition of Hg.

5.4 Distillation

Here, we consider distillation algorithms which, in the first stage, train a very complex model on the
labeled sample. Let f5: X — R denote the resulting predictor for a training sample .S of size m. We
will assume that the training algorithm is 3-sensitive, that is | f§ - f& | < 8 = O(-5) for S and S’
differing by one point.



In the second stage, the algorithm selects a hypothesis
that is y-close to f& from a less complex family of pre-
dictors J{. This defines the following sample-dependent

hypothesis set: Hg = {h € 3 [(h = £5) | <7}

Assume that the loss £ is p-Lipschitz with respect to its
first argument and that 3 is a subset of a vector space. Let
S and S’ be two samples differing by one point. Note, f§
may not be in J(, but we will assume that fg, — f3 is in H.
Let h be in Hg, then the hypothesis b’ = h + f& — f& is
in Hgr since |A' — f&|loo = |h— f5lloo <~y Figure 2 illus- Figure 2: Illustration of the distillation
trates the hypothesis sets. By the u-Lipschitzness of the hypothesis sets. Notice that the diame-
loss, for any z = (z,y) € Z, |¢(h'(x),y) — £(h(x),y)| < ter of a hypothesis set H s may be large
pllh' (z) = h(z) oo = p| f& — f5| < pB. Thus, the family here.

of hypothesis sets Hg is uS-stable.

In view of that, by Theorem 2, for any d > 0, with probability at least 1 — § over the draw of a sample
S ~ D™, the following inequality holds for any h € Hg:

R(h) < Rg(h) +2%;,(G) + (1+2u8m) /55 log(3).

Notice that a standard uniform-stability argument would not necessarily apply here since H g could
be relatively complex and the second stage not necessarily stable.

6 Conclusion

We presented a broad study of generalization with data-dependent hypothesis sets, including general
learning bounds using a notion of transductive Rademacher complexity and, more importantly,
learning bounds for stable data-dependent hypothesis sets. We illustrated the applications of these
guarantees to the analysis of several problems. Our framework is general and covers learning scenarios
commonly arising in applications for which standard generalization bounds are not applicable. Our
results can be further augmented and refined to include model selection bounds and local Rademacher
complexity bounds for stable data-dependent hypothesis sets (to be presented in a more extended
version of this manuscript), and further extensions described in Appendix F. Our analysis can also be
extended to the non-i.i.d. setting and other learning scenarios such as that of transduction. Several
by-products of our analysis, including our proof techniques, new guarantees for transductive learning,
and our PAC-Bayesian bounds for randomized algorithms, both in the sample-independent and
sample-dependent cases, can be of independent interest. While we highlighted several applications
of our learning bounds, a tighter analysis might be needed to derive guarantees for a wider range of
data-dependent hypothesis classes or scenarios.
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A Further background on stability

The study of stability dates back to early work on the analysis of k-neareast neighbor and other local
discrimination rules [Rogers and Wagner, 1978, Devroye and Wagner, 1979]. Stability has been
critically used in the analysis of stochastic optimization [Shalev-Shwartz et al., 2010] and online-to-
batch conversion [Cesa-Bianchi et al., 2001]. Stability bounds have been generalized to the non-i.i.d.
settings, including stationary [Mohri and Rostamizadeh, 2010] and non-stationary [Kuznetsov and
Mohri, 2017] ¢-mixing and S-mixing processes. They have also been used to derive learning bounds
for transductive inference [Cortes et al., 2008]. Stability bounds were further extended to cover almost
stable algorithms by Kutin and Niyogi [2002]. These authors also discussed a number of alternative
definitions of stability, see also [Kearns and Ron, 1997]. An alternative notion of stability was also
used by Kale et al. [2011] to analyze k-fold cross-validation for a number of stable algorithms.
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B Properties of data-dependent Rademacher complexity

In this section, we highlight several key properties of our notion of data-dependent Rademacher
complexity.

B.1 Upper-bound on Rademacher complexity of data-dependent hypothesis sets

Lemma 2. For any sample S = (x7,...,25) € RN, define the hypothesis set Hs as follows:
m
He = {:E > w?a w® = Zaixf, a1 < Al},
i=1

m T2
where A1 > 0. Define r1 and rsur as follows: rp =/ w and rsur = maxgesur |T)|2. Then,
the empirical Rademacher complexity of the family of data-dependent hypothesis sets H = (Hg) gexm
can be upper-bounded as follows:

o 2log(4m 21oo(4m
R r(H) <rrrsurhiy/ % <rZopAny /%.

Proof. The following inequalities hold:

mST(H)—E[ s Yoh(e ];E[ s i i ]
(

d hEJ{aTz 1 [fli<Ay i=1

1
= E[ sup
ma Ha|\1<1\13 1

Al E[max

m o | je[m]

i=1
Ay U
<—E| max zgzaaz 2l .
m o x'eSUT ;3
o'e{-1,+1}

The norm of the vector 2’ € R™ with coordinates (o'’ x ) can be bounded as follows:

\ (e s I |\‘ Sl |2 < e e,

Thus, by Massart’s lemma, since |S U T'| < 2m, the following inequality holds:

o 2log(4m 21og(4m
R r(H) <rrrsurhiny/ % <72 pAry /%’

which completes the proof. O

Notice that the bound on the Rademacher complexity in Lemma 2is non-trivial since it depends on
the samples S and T, while a standard Rademacher complexity for non-data-dependent hypothesis
set containing H g would require taking a maximum over all samples S of size m.

Lemma 3. Suppose X = RY, and for every sample S € Z™ we associate a matrix Ag € R>YN for
some d > 0, and let Ws x = {w € R*: |AGwl|2 < A} for some A > 0. Consider the hypothesis
set Hg =3z w' Agx: we Wg p . Then, the empirical Rademacher complexity of the family of

data-dependent hypothesis sets H = (Hg) sezm can be upper-bounded as follows:

A\/ i= 1“!17 ‘2
%ST(’H \/_

where 1 = Sup;c[,, ||x [l2-
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Proof. Let Xt =[x ---2T ]. The following inequalities hold:

— 1 UL 1
R (H)=—E| sup Zaih(x?)] = E[ sup wTASXTO']
’ m o | hexg izl M 7 | w: |ALw|2<A
A
< —E[|Xro|.] (Cauchy-Schwarz)
m o
A
< —/E[|Xro|3] (Jensen’s ineq.)
m o
A
< =
a m\j [Hzlazcr](x )]
_ AVEE =] 13
m )
which completes the proof. O

B.2 Concentration

Lemma 4. Let H a family of B-stable data-dependent hypothesis sets. Then, for any § > 0, with
probability at least 1 —§ (over the draw of two samples S and T with size m), the following inequality
holds:

[(mB+1)%+m?52] 10g§

2m

R (9) - R, (9)] <
| </

Proof. Let T’ be a sample differing from 7" only by point. Fix n > 0. For any o, by definition of the
supremum, there exists i’ € HZ 7, such that:

ZaiL(h' y> sup ZO’ZL(}L7Z ) 7.
i=1 th}CST,Zl

By the 3-stability of #, there exists h € H(g ;- such that for any z € Z, [L(R', 2) - L(h, 2)| < 8. Thus,
we have

3

sup ZO’ZL(}L,Z ) < ZmL(h' n< Y [oi(L(h )+ 8]+,

hedg 1, i=1 i=1

Since the inequality holds for all 7 > 0, we have

i sup ZmL(h,z )<—ZJZ(L(h,zz )-t-ﬂ)<l sup ZUZL(h,zz)-t-B-t-—

mheﬂ{ST,11 heﬂ{"Tl1

Thus, replacing T by T" affects zﬁgj(g ) by at most 3+ - By the same argument, changing sample

S by one point modifies iﬁg,T(g ) at most by 5. Thus, by McDiarmid’s inequality, for any § > 0,
with probability at least 1 — §, the following inequality holds:

[(mB+1)%2+m?252] log%

2m

[R5.(9) - 9%5,(9)| <

This completes the proof. O

14



C Proof of Lemma 1
Proof. Let S eZ™, z€ S, and 2’ € Z. For any h € Hg and h' € Hg...., by the S-uniform stability
of H, there exists h” € Hg such that L(h',z) - L(h",z) < 8. Thus,

L(h',2) - L(h,z) = L(h',2) = L(h",2) + L(h",2) = L(h,z) < B+ sup L(h",z) - L(h,z2).
h, hedCs

This implies the inequality

sup L(h',z)-L(h,z)< B+ sup L(h",z)-L(h,z),
heHg,h'eH ’ h' heHg

Szeoz

and the lemma follows. O
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D Proof of Theorem 1

In this section, we present the proof of Theorem 1.

Proof. We will use the following symmetrization result, which holds for any € > 0 with ne? > 2 for
data-dependent hypothesis sets (Lemma 5 below):

P |: sup R(h) - Rg(h) > e] <2 IP’ [ sup Rp(h) - Rs(h) >3 (13)
S~D™ | heFHg heXHs

Thus, we will seek to bound the right-hand side as follows, where we write (S, T') ~ U to indicate that
the sample S of size m is drawn uniformly without replacement from U and that 7" is the remaining
part of U, that is (S,T) = U:

— = €
P h) - h)>—
SND,,L[;;;gSRﬂ )~ Rs(h) > 2]

= E P Rr(h)-Rs(h)>=||U
U~Dm+n l (S,T)~U I:hseups T( ) S( ) > ] ‘
|S|=m,|T|=n

- = €
< E l P [ sup RT(h)—RS(h)>] ‘U .
U~Dm+n (S,T)~U — 2
|S|=m,|T|=n hedu,m
To upper bound the probability inside the expectation, we use an extension of McDiarmid’s inequality
to sampling without replacement [Cortes et al., 2008], which applies to symmetric functions. We can

apply that extension to ®(5) = sup, g7, Rr(h)-Rs(h), for a fixed U, since ®(S) is a symmetric

function of the sample points z1,. .., z,) in S. Changing one point in S affects ®(.S) at most by
1 1 _ mtu
-+ .- =k, thus, by the extension of McDiarmid’s inequality to sampling without replacement,
for a ﬁxed U € Z™*" the following inequality holds:
2 mn (e g
P sup Rr(h) - Rs(h) >3 <exp| - -— - -E[®(S)]] |, (14)
(ST)~U | peg,, nm+n\2
|S|=m.,|T|=n
where 7 = L — L < 3. Plugging in the bound on E[®(S)] of Lemma 6 below, and
2 2max{m,n}

setting

€=, 20,,(9) +3y/ (G + D)log(3) + 2/ (5 + 1)

which satisfies ne? > 2, it is easy to check that the RHS in (14) becomes smaller than g. This in turn

implies, via (13), that the probability that sup;,.q¢, R(h) - Rg(h) > € is at most 8, completing the
proof. O

The following lemma shows that the standard symmetrization lemma holds for data-dependent
hypothesis sets. This observation was already made by Gat [2001] (see also Lemma 2 in [Cannon
et al., 2002]) for the symmetrization lemma of Vapnik [1998][p. 139], used by the author in the case
n = m. However, that symmetrization lemma of Vapnik [1998] holds only for random variables
taking values in {0, 1} and its proof is not complete since the hypergeometric inequality is not proven.

Lemma 5. Let n > 1 and fix € > 0 such that ne? > 2. Then, the following inequality holds:

P | sup R(h) - Rs(h) >e] <2 ]P’ |: sup Rp(hs) - Rs(hs) >
S~D™ | heHg T ’D” heHg

Proof. The proof is standard. Below, we are giving a concise version mainly for the purpose of
verifying that the data-dependency of the hypothesis set does not affect its correctness.
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Fix n > 0. By definition of the supremum, there exists hg € JHg such that

sup R(h) - Rs(h) - n < R(hg) - Rs(hs).
heHg
Since Ry (hg) - Rs(hg) = Rp(hs) - R(hs) + R(hs) — Rs(hs), we can write

lRT(hS) Rs(hs)>— < RT(hs) R(hs)>-% R(hs) Rg(hg)>e — 1R(hs)—f€T(hs)<§1R(hs)—ﬁs(h5)>e'

Thus, for any S € 2™, taking the expectation of both sides with respect to T yields

— — € S €
B | fir(hs) = Rs(hs) > 2] > P [R(hs) - Rr(hs) < 2] Li(he)-Rs(hs)>e

= €
= -1 - legn [R(hs) - Rr(hs) 2]] ll?zi(hs)—ﬁs(hs)>€
—1 _ 4Var[L(hs,z)]

IN

ne

21—1

mg] 1R(hs)—§s(hs)>e )

where the last inequality holds since L(hg, z) takes values in [0,1]:
Var[L(hs, 2)] = B [I*(hs,2)] - E [L(hs, )< E [L(hs,2)] - E [L(hs, )]

= E [L(hs,2)](1 - E [L(hs,2)]) <

e~

Taking expectation with respect to .S’ gives

s E%;n Rr(hs) - Rs(hs) > ;] [1 - 1] JB [R(hg) - Rs(hs) > e:|

P [R(hs) - Rs(hsg) > e] (ne? > 2)

P [ sup R(h) - Rg(h) > e+77].
~ heHs

Since the inequality holds for all 7 > 0, by the right-continuity of the cumulative distribution function,
it implies

(hs) Rs(hs) > ] > 1 P [ sup R(h) - Es(h) > 6-.

S~D™ 2 S~Dm heHg

7~D™ b

Since hg is in Hg, by definition of the supremum, we have
[ = = €
2 [ s R R > 5|2 B |Rrti) - Rui) > §

S~D™ | heH
ppn Lheds e _

which completes the proof. O

The following lemma provides a bound on E[®(5)]:
Lemma 6. Fix U € Z™*". Then, the following upper bound holds:

- 5 ~ log(2e)(m +n)?3
by [ g )R] 50,0 =

For m = n, the inequality becomes:

_ _ A log (2
E [ sup Rr(h) —Rg(h)] T (G)+21/) 2829
(ST)~U | pe7g ' m
|Sl=m.|T]=n o
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Proof. The proof is an extension of the analysis of maximum discrepancy in [Bartlett and Mendelson,
2 2
2002]. Let |o| denote 311" o; and let I © [— %, @] denote the set of values |o| can take.

For any ¢ € I, define s(q) as follows:
ol-4).

, then |o| can be expressed as follows:

m+n

1
s(q) = IE[ sup ——— Z oiL(h,zY
7| hedty,, M+ N

m+n

Let ||+ denote the number of positive ;s, taking value

m+n

o] = Z i = ol

Thus, we have |o| = 0 iff |o|. = m, and the condition (Jo| = 0) precisely corresponds to having the
equality

2
m+n m+n (m+n
-(m+n-|ols) :( )

(lofs =n). (15)

mn

m+n

— Z 0iL(h,z) = Rr(h) - Rs(h),

m;". In view of that,

where S is the sample of size m deﬁned by those z;s for which o; takes value
we have

E sup Rr(h)-Rs(h)|=s(0).
\sﬁf’T?;fi [Mim (1) - B )] )

m+n m+n _ m+n m+n

s g2 = P2 —(m+n-pg)™ and q1 < ga.

Let q1,q2 € [, with g1 = py ™™ — (m +n - py

Then, we can write

s(a) :E[suppzllL(h,zi) - Lo zz)]

geG =1 1 i=p1+1
(E Por1o 1
5(g2) = E supz L(h)- Y L) 3 [ | L |
geG i=p1+1 T i=pr+1LTL M

Thus, we have the following Lipschitz property:

1 1 1 1
|s(q2>—s<q1>|s|p2—p1|[+]=|<p2—n>—<p1—n>|[+] (using (15)
m n m n

n 1 1
p— S — 7+7
=laz q1|(m+n)2[m n]

_le-al
m+n
By this Lipschitz property, we can write

mn 262
P|ls(o]) - s(E[lo[])| > €] <P[lor| - E[|o]]] > (m + n)e] < 2exp [ - 2()],

(m+n)3

since the range of each o; is ™ + M2 M . We now use this inequality to bound the second

moment of Z = s(|o|) - s(E[|o]]) = s(|a|) - s(O) as follows, for any u > 0:

E[7?] - fom P[22 > t]dt
:foup[z%t]dmfump[z%t]dt
+oo (mn)?t
3114—2[J exp[—Q(]dt

m+n)3
m+n)3 mn)2t 11°°
Su+[((mn)2) eXpI:_Z((TfL-FiL)S:Hu
(m+n)3 ox [_ (mn)Qu]
e P ey |
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Choosing u = %% to minimize the right-hand side gives E[Z?] < %. By
Jensen’s inequality, this implies E[|Z]] <4/ W and therefore
—~ = log(2e)(m +n)3
B, | s Re) - Re(n)] = s00) <Bls(a)] | PEGA0
(ST | e, \ 2(mn)
|S|=m,|T|=n ’
Since we have E[s(|o|)] = ﬁgm(g), this completes the proof. O

19



E Proof of Theorem 2

In this section, we present the full proof of Theorem 2. The proof of each of the three bounds (9),
(10) and (11) are given in separate subsections.

E.1 Proof of bound (9)

Proof. For any two samples S, S, define the ¥ (S, S") as follows:

W(S,8") = sup R(h) - Rs/(h).
heHg

The proof consists of applying McDiarmid’s inequality to U(.S,.S). For any sample S’ differing from
S by one point, we can decompose ¥(S,S) — ¥(S’,5") as follows:

U(S,8)-W(S,8") =[U(S,8)-W(S,8)]+[¥(S,8)-w(s, ]
Now, by the sub-additivity of the sup operation, the first term can be upper-bounded as follows:

W(S,8)-w(s,8") < sup [R(h) - Rs(h)] - [R(h) - Rs/(h)]

1 1
< sup —[L(h,z) - L(h,2")] < —,
héﬂ’fs m m

where we denoted by z and 2’ the labeled points differing in S and S’ and used the 1-boundedness of
the loss function.

We now analyze the second term:

U(s,8)-w(s', s )‘hSUP [R(h) - RSI(h)]—hilgl{p [R(h) - Rs/()].

By definition of the supremum, for any € > 0, there exists h € Hg such that

sup [R(h) - Rs/(h)] - e <[R(h) - Rs/(h)]
heHg

By the 3-stability of (Hg)gezm, there exists h’ € Hg: such that for all z,
view of these inequalities, we can write

)= L(W,2)| <. In

W(S,8") -w(S, ") <[R(h) - Ry h)]+e—hsup [R(h) - Rs/(h)]

eH s/

(h) = R(h)] + e+ [Rs/ (W) - Rsr (R)]

[
<[R(h) - Rs/(h)] + e~ [R(I') - Rs:(1)]
<[Rr
<e+20.

Since the inequality holds for any € > 0, it implies that U(.S,S") - ¥(S’,S") < 28. Summing up the
bounds on the two terms shows the following:

1
U(S,S)-(Ss,8")<—+28.
m
Thus, by McDiarmid’s inequality, for any ¢ > 0, with probability at least 1 — §, we have

(S, 8) <E[¥(S,S)]+(1+28m)\/ 5 log(3). (16)
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We now bound E[¥(S,5)] by 285, (G) as follows:
LE [U(S.9)]

= E [ sup [R(h)—RS(h)]]

S~D™ | heHsg

- E, [hs:j?s [TN](EDW [Rr(h)] —Rs(h)]] (def. of R(h))

< sup Rr(h) - Rs(h)] (sub-additivity of sup)
S, T'~Dm | heHs

1 m
- E — S L(h, 2 - L(h, 2?
oo e B 10200

1 m
= E Ef sup — ) o;|L h,ziT -L h,zf (symmetry)
siepm | & [hﬁqu -~ ; [L(h,2T) = L(h,27)] ymmetry
iL(hT) 1% L(hs] (sub-additivity of sup)
< sup g; ,2; )+ sup — —0; , %5 sub-additivity of sup
S, T~D™ | heHg . T 21 heHg . T 21 g
o ’ B
= E — sup 1 iU-L(h z])+ sup e 7Zn:—U-L(h 20 ] (HE 7 = H7%)
S,T;Dm _hE}fg,T m = tiad) hej{}‘y’s m = tiad) S, ,S
= E — sup 1 io-L(h zl)+ sup e 7ZH:U-L(h zs)] (symmetry)
S’T;DNL _hEﬂ'fg,T m ot » "~ hgj{%)s m = tiad
=2, (G). (linearity of expectation)

Now, we show that Eg.pm [¥(S,S)] < . To do so, first fix € > 0. By definition of the supremum,
for any S € Z™, there exists hg such that the following inequality holds:

sup [R(h) - Rs(h)] —e< R(hs) - Rs(hs).
heHg
Now, by definition of R(hg), we can write

SNI%m [R(hS)] = S}%m LINED(L(hS,z)] o I‘%m [L(hs,z)].

z~D

Then, by the linearity of expectation, we can also write

LE [Rs(hs)] = SNIN%M [L(hs,z)] = s;%” [L(hgeesr, 2)].
“ils

In view of these two equalities, we can now rewrite the upper bound as follows:

E [w(S,8)]< E [R(hs)-Rs(hs)]+e

S~D S~Dm
= SIN]I%W [L(hs,2")] - S,~H%m [L(hgeww,2')] +€
. e
-.E, [L(hs,2") = L(hgeew,2')] +¢
Z'~D
~5
= E [L(hszﬁzf,z) - L(hs, z)] +e€
)
z~S
<x+te

Since the inequality holds for all € > 0, it implies Eg.pm [‘11(57 S )] < x. Plugging in these upper
bounds on the expectation in the inequality (16) completes the proof. O
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E.2 Proof of bound (10)

The proof of bound (10) relies on recent techniques introduced in the differential privacy literature to
derive improved generalization guarantees for stable data-dependent hypothesis sets [Steinke and
Ullman, 2017, Bassily et al., 2016] (see also [McSherry and Talwar, 2007]). Our proof also benefits
from the recent improved stability results of Feldman and Vondrak [2018]. We will make use of the
following lemma due to Steinke and Ullman [2017, Lemma 1.2], which reduces the task of deriving a
concentration inequality to that of upper bounding an expectation of a maximum.

Lemma 7. Fix p > 1. Let X be a random variable with probability distribution D and X1, ..., X,
independent copies of X. Then, the following inequality holds:

log2
B [X 22 E [max {0, X1, p}]]

We will also use the following result which, under a sensitivity assumption, further reduces the task
of upper bounding the expectation of the maximum to that of bounding a more favorable expression.

Lemma 8 ([McSherry and Talwar, 2007, Bassily et al., 2016, Feldman and Vondrak, 2018]). Let

oo, [p 2™ = R be p functions with sensitivity A. Let A be the algorithm that, given a dataset
()
S € Z™ and a parameter € > 0, returns the index k € [p] with probability proportional fo e cr el

Then, A is e-differentially private and, for any S € Z™, the following inequality holds:

g:%)}if{fk(S)} < [fk(S)]+A10gp

k= .A(S)

Notice that, if we define fj,.; = 0, then, by the same result, the algorithm .4 returning the index
S (S ge(pr1)

k € [p + 1] with probability proportional to e 28 is e-differentially private and the following
inequality holds for any S € Z"™:

2A
mac {0, max {fu(S)}} = max {J(8)} < B _[fu()]+logp+1). 17

k= .A(S)
Equipped with these lemmas, we can now turn to the proof of bound (10):

Proof. For any two samples S, S’ of size m, define ¥(S,S’) as follows:
W(S,S") = sup R(h) - Rs:(h).
heHg

The proof consists of deriving a high-probability bound for ¥ (.S, .S). To do so, by Lemma 7 applied to
the random variable X = ¥(S,.5), it suffices to bound Eg_qrm [max {0, MaXpe[p] {\II(Sk, Sk)}}],
where S = (S1,...,S,) with Sy, k € [p], independent samples of size m drawn from D™.

To bound that expectation, we can use Lemma 8 and instead bound Eg..qpem [U(S, Sk )], where A is
an e-differentially private algorithm. e

Now, to apply Lemma 8, we first show that, for any k € [p], the function f}:S — W(Sk, St) is
A-sensitive with A = = +23. Fix k € [p]. LetS’ = (57, ...,5}) be in Z”"™ and assume that S’ differs

from S by one point. If they differ by a point not in Sy, (or S},), then f;(S) = f(S"). Otherwise,
they differ only by a point in S, (or S};) and f,(S) — fx(S") = W(Sk, Sk) — ¥(S},S};,). We can
decompose this term as follows:

U(Sk,Sk) = (g, Sk) = [U(Sk, Sk) = U(Sk, Si)] + [P(Sk, Si) = U(Sk, Sp)]-
Now, by the sub-additivity of the sup operation, the first term can be upper-bounded as follows:

U(Sk, Sk) - \I/(Sk,Sk)<hsup [R(h) - Rs, ()] - [R(h) - R, (h)]

Sk

< sup —[L(h z) - L(h, z)]gl
heJs, m m
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where we denoted by z and 2’ the labeled points differing in S, and S}, and used the 1-boundedness
of the loss function.

We now analyze the second term:

U(Sk, Si) = U(Si, Si) = sup [R(h) ~ Rsy(h)] - sup [R(h) ~ Ry ()]-

hEﬂ{sk hef}{sl
By definition of the supremum, for any 7 > 0, there exists h € Hg, such that

sup [R(h) - Rs; (h)]-n < [R(h) - Rs; (h)]

th’CSk

By the S-stability of (Hs)sezm, there exists h’ € Hs, such that for all z, |L(h,z) - L(W,z)| < B.
In view of these inequalities, we can write

W(Sk,S}) = U(Sk, Si) < [R(h) - Rg; (h)] +n— sup [R(h)- Rg: (h)]
<[R(h) - Rg; (h)] +n—-[R(h') - Rg, (h")]
[R(h) = R(W')] +n+[Rs; (1) - Rs; (h)]
n+20.

IA

IN

Since the inequality holds for any 1 > 0, it implies that W (S, S;.) — (S}, S}.) < 25. Summing up
the bounds on the two terms shows the following:

1
W(Sk, Sk) = ¥(Sy, Sp) < — +25.
m

Having established the A-sensitivity of the functions f%, k € [p], we can now apply Lemma 8. Fix
€ > 0. Then, by Lemma 8 and (17), the algorithm .4 returning % € [p+ 1] with probability proportional

H kS ke (pr1) . . . o .
toe s e-differentially private and, for any sample S € ZP™, the following inequality

holds:

2A
0, U(Sk, S < E |W(Sk, S —1 1).
max{ ir;ﬁf]({ (Sk k)}} k:A(S)[ (Sk k)]+ c og(p+1)
Taking the expectation of both sides yields

2A
S~'I§p [max{O max{\I/(Sk,Sk)}}] . Df’ [\I/(Sk,Sk)] + Tlog(p+1). (18)
R A(S)

We will show the following upper bound on the expectation: Es.qyem [¥(S, Sk)] < (e€ - 1) +e“x.
k=A(S)

To do so, first fix > 0. By definition of the supremum, for any S € Z™, there exists hg € Hg such
that the following inequality holds:

Sup [R(h) - Rs(h)] - n < R(hs) - Rs(hs).

In what follows, we denote by S¥#<= ¢ ZP™ the result of modifying S = (51,..., Sp) € ZP™ by
replacing z € Sy, with 2’
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Now, by definition of the algorithm A, we can write:

JE. [R(hs,)] = - [Z,I?D[L(hsmz’)]] (def. of R(hsg,))
k=A(S) k=A(S)
P
= E PLA(S) = k] L(h ! def.of E
SNP;,,LL; [AGS) = K] Lt =) et of )
= E [IP’[.A(S) = k] L(hs,, z')] (linearity of expect.)
k=l S;'?'D,
p [ 7
<> e  P[A(SH*77) = k] L(hgk,z')] (e-diff. privacy of A)
k=1 5D
2'~D, z~Sk
, _
=> e“PLA(S) = k] L(hg.w..r, z):| (swapping 2’ and z)
k=1 ,SxD"™ k
2'~D, z~Sk
. _
<> JE. e“P[A(S) = k] L(hsk7z):| +efx. (By Lemma 9 below)
k=1 5~ |
2'~D, z~Sk

Now, observe that E...g, [L(hs,, z)] coincides with R(hg, ), the empirical loss of hg, . Thus, we
can write

p —
B0l £ g [ 0]
k=A(S) k=125
and therefore
P
E |U(Sk,Sk)| < E ¢ _1Rs (h €

S~D’””[ ( k> k)] = s~orm |:(6 ) Sk( Sk)] tex+n
k=A(S) k=A(S)

IA

(e°=1)+e“x+7.
Since the inequality holds for any 1 > 0, we have

NIE [U(Sk,Sk)] <(ef-1)+ex.

Thus, by (18), the following inequality holds:

2A
suIEPm [max {O,lgzﬁf]( {\IJ(Sk,Sk)}}] <(ef=1)+ex+ — log(p+1). (19)

For any 0 ¢ (07 1), choose p = 1°§2, which implies log(p+1) = log [2%;5] < log %.'Then, by Lemma 7,
with probability at least 1 — § over the draw of a sample S ~ D™, the following inequality holds for
all he Hg:

R(h) SEs(h)+(e€—1)+eex+%log[§]. (20)

For € < %, the inequality (e — 1) < 2¢ holds. Thus,
2A 2A
(66—1)+eex+—log[g] 326+\/Ex+—log[§]
€ €

0
Choosing € = y/Alog [%] gives

R(Rh) < Rs(h) +/ex + 4y [ Alog [%]

= Rs(h) +Vex +4/[ £ +28]log[2].

24



Combining this inequality with the inequality of Theorem 2 related to the Rademacher complexity:

log 5
2m '

and using the union bound complete the proof. O

VheHs, R(h) < Rs(h) +29R°,(G) + [1 +28m] 1)

The following is a helper lemma for the analysis in the above proof:
Lemma 9. The following upper bound in terms of the CV-stability coefficient x holds:

p

Z S :]:DEpm [66 IP[A(S) = k] [L(hSsz,’Z) - L(hsk7z)]] < BEX'
k=1 z'~9ND, z~Sk

Proof. Upper bounding the difference of losses by a supremum to make the CV-stability coefficient
appear gives the following chain of inequalities:

P

> E. [66 PLA(S) = k] [L(hgzeer, 2) = L(hSmZ)]]

k=1 2'55?Z~Sk "
P

<> E |:eE P[A(S) = k] sup [L(Rh,2) - L(h, z)]]
k=1 Z,NS%DZ:"SIC heXHs,, h’eﬂ-CSszr

|:66 PLA(S) = k] E [ sup [L(h',2) - L(h,2)]| S]]

=1 2'~D, z~Sy, heﬂfsk,h,’eﬂfsin/
P
< € =
< ];1 sngm [e P[A(S) = k] X]
p

= E [ Y PLAS) = k]] e‘x

s~ k3
=ex,

which completes the proof. O

E.3 Proof of bound (11)

Bound (11) is a simple consequence of the fact that the composition of the two stages of the learning
algorithm is uniformly-stable in the classical sense. Specifically, consider a learning algorithm that
consists of determining the hypothesis set H s based on the sample .S and then selecting an arbitrary
(but fixed) hypothesis hg € Hg. The following lemma shows that the uniform-stability coefficient of
this learning algorithm can be bounded in terms of its hypothesis set stability and its max-diameter.

Lemma 10. Suppose the family of data-dependent hypothesis sets H = (Hg ) sezm is B-uniformly
stable and admits max-diameter Ay .x. Then, for any two samples S, S’ € Z™ differing in exactly
one point, and for any z € Z, we have

|L(hs,2) _L(hS’7Z)| < 36 + A1’1’13,)(-

Proof. We first show that for any two hypotheses h, h' € Hg and for any z € Z, we have |L(h, z) -
L(h,2)| € 28 + Anax- Indeed, let S” be a sample obtained by replacing an arbitrary point in S
by z. Then, by S-uniform hypothesis set stability of #, there exist hypotheses g, g’ € Hg» such
that |[L(h, z) - L(g,2)| < B and |L(K',2) - L(¢', 2)| < B. Furthermore, since z € S”, we have
|L(g,2) = L(g’,2)| £ Amax. By combining these inequalities, we get that |L(h,z) — L(h',z)| <
25 + Apax, as required.

Now, let i’ € Hg be a hypothesis such that |L(h', z) - L(hgs, 2)| < 8. Since b/, hg € Hg, by the
analysis in the preceding paragraph, we have |L(hg,z) — L(R/, 2)| < 28 + Apax. Combining these
two inequalities, we have |L(hg,z) — L(hg, 2)| < 38 + Amax, completing the proof. O
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Finally, bound (11) follows immediately from the following result of Feldman and Vondrak [2019],
setting £(.S, z) := L(hs, z) and v = 38 + Aax, and the fact that any two hypotheses h and b’ in Hg
differ in loss on any point z by at most A, in order to get a bound which holds uniformly for all
he 9{5.

Theorem 3 ([Feldman and Vondrak, 2019]). Let ¢:2™ x Z — [0, 1] be a data-dependent function
with uniform stability -, i.e. for any S, S’ € Z™ differing in one point, and any z € Z, we have
[€(S,2) = £(S’,2)| < 7. Then, for any § > 0, with probability at least 1 — & over the choice of the
sample S, the following inequality holds:

E [((5,2)] - E[0(S.2)]| < 47ylog(m) log(*5~) +/ 1% log($)-
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F Extensions

We briefly discuss here some extensions of the framework and results presented in the previous
section.

F.1 Almost everywhere hypothesis set stability

As for standard algorithmic uniform stability, our generalization bounds for hypothesis set stability
can be extended to the case where hypothesis set stability holds only with high probability [Kutin and
Niyogi, 2002].

Definition 4. Fix m > 1. We will say that a family of data-dependent hypothesis sets H = (Hg)sezm
is weakly (8, 0)-stable for some 5 > 0 and & > 0, if, with probability at least 1 — § over the draw of a
sample S € Z™, for any sample S’ of size m differing from S only by one point, the following holds:

VheHs, I e Hg:VzeZ,|L(h,z) - L(K,2)| <p. (22)

Notice that, in this definition, 5 and § depend on the sample size m. In practice, we often have
B=0(x)and§ = O(e"*™)). The learning bounds of Theorem 2 can be straightforwardly extended
to guarantees for weakly (3, d)-stable families of data-dependent hypothesis sets, by using a union
bound and the confidence parameter J.

F.2 Randomized algorithms

The generalization bounds given in this paper assume that the data-dependent hypothesis set Hg is
deterministic conditioned on S. However, in some applications such as bagging, it is more natural to
think of H g as being constructed by a randomized algorithm with access to an independent source
of randomness in the form of a random seed s. Our generalization bounds can be extended in a
straightforward manner for this setting if the following can be shown to hold: there is a good set of
seeds, G, such that (a) P[s € G] > 1 - §, where ¢ is the confidence parameter, and (b) conditioned
on any s € G, the family of data-dependent hypothesis sets H = (Hg)gezm is S-uniformly stable.
In that case, for any good set s € G, Theorem 2 holds. Then taking a union bound, we conclude
that with probability at least 1 — 2J over both the choice of the random seed s and the sample set S,
the generalization bounds hold. This can be further combined with almost-everywhere hypothesis
stability as in section F.1 via another union bound if necessary.

F.3 Data-dependent priors

An alternative scenario extending our study is one where, in the first stage, instead of selecting
a hypothesis set g, the learner decides on a probability distribution pg on a fixed family of
hypotheses J{. The second stage consists of using that prior pg to choose a hypothesis hg € I,
either deterministically or via a randomized algorithm. Our notion of hypothesis set stability could
then be extended to that of stability of priors and lead to new learning bounds depending on that
stability parameter. This could lead to data-dependent prior bounds somewhat similar to the PAC-
Bayesian bounds [Catoni, 2007, Parrado-Hernadndez et al., 2012, Lever et al., 2013, Dziugaite and
Roy, 2018a,b], but with technically quite different guarantees.
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G Other applications

G.1 Anti-distillation

A similar setup to distillation (section 5.4) is that of anti-distillation where the predictor f§ in the first
stage is chosen from a simpler family, say that of linear hypotheses, and where the sample-dependent
hypothesis set (g is the subset of a very rich family J{. J(g is defined as the set of predictors that
are close to f3:

35 = {h e 3G (|(h= FDlow <) A ([(h - f)15]0 < A},

with A = O(1/\/m). Thus, the restriction to S of a hypothesis i € Hg is close to f& in leo-
norm. As shown in section 5.4, the family of hypothesis sets Hg is uS3-stable. However, here,
the hypothesis sets Hg could be very complex and the Rademacher complexity R¢, (H) not very
favorable. Nevertheless, by Theorem 2, for any ¢ > 0, with probability at least 1 — § over the draw of
a sample S ~ D™, the following inequality holds for any h € Hg:

R(h) < Rs(h) +V/en(A+8) + 4/ (& +2u8) log(3).

Notice that a standard uniform-stability does not apply here since the (1//m)-closeness of the
hypotheses to f& on S does not imply their global (1/./m)-closeness.

G.2 Principal Components Regression

Principal Components Regression is a very commonly used technique in data analysis. In this setting,
X ¢ R? and Y ¢ R, with a loss function ¢ that is p-Lipschitz in the prediction. Given a sample
S = {(z,y;) € X xY:i € [m]}, we learn a linear regressor on the data projected on the principal
k-dimensional Zpace of the data. Specifically, let IIg € R%*? be the projection matrix giving the
projection of R® onto the principal k-dimensional subspace of the data, i.e. the subspace spanned
by the top k left singular vectors of the design matrix Xg = [x1,z2,+, Z., ]. The hypothesis space
Hs is then defined as Hg = {x > w Tlgaz:w € R*, |w| < v}, where  is a predefined bound on the
norm of the weight vector for the linear regressor. Thus, this can be seen as an instance of the setting
in section 5.3, where the feature mapping @ is defined as ®g(z) = gz,

To prove generalization bounds for this setup, we need to show that these feature mappings are stable.
To do that, we make the following assumptions:

1. Forall z € X, |z| < r for some constant r > 1.

2. The data covariance matrix E,[zx"] has a gap of A > 0 between the k-th and (k + 1)-th
largest eigenvalues.

The matrix concentration bound of Rudelson and Vershynin [2007] implies that with probability

at least 1 — & over the choice of S, we have | XsX{ - mE,[zz"]| < cr?\/mlog(m)log(3) for

some constant ¢ > 0. Suppose m is large enough so that cr?y/mlog(m)log(3) < %m. Then, the
gap between the k-th and (k + 1)-th largest eigenvalues of XX is at least %m. Now, consider

changing one sample point (x,y) € S to (z,y’) to produce the sample set S’. Then, we have

XXl = XgXl-za™+ 2’z 7. Since | -2z + 2’z 7| < 22, by standard matrix perturbation theory

bounds [Stewart, 1998], we have |I1g—IIg/| < O(%) Thus, |[Pg(x)-Pg/ (z)| < [TIs-Ig ||| <

7,,3

O(-)-

Now, to apply the bound of (12), we need to compute a suitable bound on ¢, (H). For this, we

apply Lemma 3. For any |w| < =, since |IIg| = 1, we have |IIsw| < v. So the hypothesis set
v ={z > wTlgriw e R¥, |Tlsw| < v} contains Hg. By Lemma 3, we have R, (H') < I=.

Thus, by plugging the bounds obtained above in (12), we conclude that with probability at least 1 — 29
over the choice of .S, for any h € H g, we have

—~ 3 [log
R(h) < Rs(h) + O | iy /225 .
A m
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H PAC-Bayesian Bounds

The PAC-Bayes framework assumes a prior distribution P over H and a posterior distribution
@ selected after observing the training sample. The framework helps derive learning bounds for
randomized algorithms with probability distribution (), in terms of the relative entropy of () and P.

In this section, we briefly discuss PAC-Bayesian learning bounds and present some key results. In
Subsection H.1, we give PAC-Bayes learning bounds derived from Rademacher complexity bounds,
which improve upon standard PAC-Bayes bounds [McAllester, 2003]. Similar bounds were already
shown by Kakade et al. [2008] using elegant proofs based on strong convexity. Here, we give
an alternative proof not invoking strong convexity. In Subsection H.2, we extend the PAC-Bayes
framework to one where the prior distribution is selected after observing .S and will denote by Ps
that prior. Finally, in Subsection H.3, we briefly discuss derandomized PAC-Bayesian bounds, that is
learning bounds derived for deterministic algorithms, using PAC-Bayes bounds.

H.1 PAC-Bayes bounds derived from Rademacher complexity bounds

We will denote by L, the vector (L(h, z))nesc. The expected loss of the randomized classifier ) can
then be written as Ej,.g[L(h, 2)] = E,.p [(Q, Lz)].
z~D

Define G, via G, = {Q € A(3():D(Q || P) < p}, that is the family of distributions () defined over
H with p-bounded relative entropy with respect to P. Then, by the standard Rademacher complexity
bound [Koltchinskii and Panchenko, 2002, Mohri et al., 2018], for any § > 0, with probability at least
1 -6 over the draw of a sample S of size m, the following holds for all ) € G,

oo L
(Q.L:)] < E_[(Q.L:)] +2R(5,) + 83, (23)

z~D [ 2m

We now give an upper bound on R,,(G,). For any @, define ¥(Q) by ¥(Q) = D(Q, P) if
Q € A(H) and +oo otherwise. It is known that the conjugate function U* of ¥ is given by

U*(U) = log ( Ehep[eU(h)]), for all U € R”* (see for example [Mohri et al., 2018, Lemma B.37]).
Let U, = Z:Zl oiL,. Then, for any ¢ > 0, we can write:

1 m
m(gﬂ) = [ sup Z <QﬂL21>:|

m S.o | D(QIIP)<pi=1

1L E [ sup (Q,Ua)] (definition of Uy )
m S.e | D(Q|P)sp
1

- LE| s (@it (t>0)
mt 5o | D(QIP)<u
1

<— E [ sup \IJ(Q)+\I/*(tU,,)] (Fenchel inequality)
mt S| w(Q)<u
i

1 *
< E [V (tUs)].

Now, we use the expression of ¥* to bound the second term as follows:

5 [ ) £ Lo 5, o5 700] )

IE log ( ol [ txy oL h, Z’)])] (Jensen’s inequality)

IN

s (5, [ )] -

29

I/\

[
[1og( [H cosh(tL(h, z,))])]
2|



Choosing t =/ %" to minimize the bound on the Rademacher complexity gives R, (G,,) < % In
view of that, (23) implies:

log 1
E QL)< E[@L)]+2y /2 v/ ot 4

2m

Proceeding as in [Kakade et al., 2008], by the union bound, the result can be extended to hold for any
distribution (), which is directly leading to the following result.

Theorem 4. Let P be a fixed prior on H. Then, for any § > 0, with probability at least 1 — § over the
draw of a sample S of size m, the following holds for any posterior distribution Q) over J:

[L(h,2)] < ]E[ ZL(h Z] (44 \/E)\/max{D(Q 1P). 1}, log%.

m 2m

This bound improves upon standard PAC-Bayes bounds (see for example [McAllester, 2003]) since it
does not include an additive term in \/(logm)/m, as pointed by Kakade et al. [2008].

H.2 Data-dependent PAC-Bayes bounds

In this section, we extend the framework to one where the prior distribution is selected after observing
S and will denote by Pg that prior. To analyze that scenario, we can both use the general data-
dependent learning bounds of Section 3, or the hypothesis set stability bounds of Section 4. We will
focus here on the latter.

Define the data-dependent hypothesis set G, = {Q € A(H):D(Q || Ps) < p} and assume that the
priors Pg are chosen so that G, = (9g,,)s is S-stable. This may be by choosing Pg and Ps: to be
close in total variation or relative entropy for any two samples S and S’ differing by one point. Then,
by Theorem 2, for any ¢ > 0, with probably at least 1 - §, the following holds for all Q) € G, s:

hIfIQ[L(h,z)] < h]I:ﬂQ [;iL(h7zl):| + min{min {2%;(9”,6 + A} +(1+ 2ﬁm)\/ﬁ log(%)7

z~D
Ve(B+A)+4y/(L +28)log(9),
48(38 + Amax ) log(m) 10g(¥) 44 /% log(ﬁ)},

The analysis of the Rademacher complexity Ry, (G,,) depends on the specific properties of the family
of priors Pg. Here, we initiate its analysis and leave it to the reader to complete it for a choice of the
priors.

Proceeding as in Subsection H.1, we define Ug by Us(Q) = D(Q, Ps) for any @ € A(HK) and
denote by U its conjugate function. Let U, = Y1, 0y L, 7. Then, for any ¢ > 0, we can write:

mfn(&tﬁi E [ sup Z (@, Lz7)]

m ST.o | D(Q||Psg)<pi=1

1
= E [ sup  (Q, U,,):| (definition of Uy )
- m ST | p(QIPsg)<n

L IE[ sup (Q,tUa)] (t>0)

mt 1.0 p(Q|Psg)<p

1
<— E [ sup  Wge(Q)+ \IIE% (tUa)] (Fenchel inequality)
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Using the expression of the conjugate function W%, , as in Subsection H.1, the second term can be
T
bounded as follows:

S]ga[xpg%(wa)]:s]:ga[bg( E [erztiottne])]

54y sy NS%

< SI[;IT [ log ( o,hEEPS% [et Tt ‘”L(h’zi)])] (Jensen’s inequality).

This last term can be bounded using Hoeffding’s inequality and the specific properties of the priors
leading to an explicit bound on the Rademacher complexity as in Subsection H.1.

H.3 Derandomized PAC-Bayesian bounds

Derandomized versions of PAC-Bayesian bounds have been given in the past: margin bounds for
linear predictors by McAllester [2003], more complex margin bounds by Neyshabur et al. [2018]
where linear predictors are replaced with neural networks and where the norm-bound is replaced with
a more complex norm condition, and chaining-based bounds by Miyaguchi [2019].

However, the benefit of these bounds is not clear since finer Rademacher complexity bounds can be
derived for deterministic predictors. In fact, Rademacher complexity bounds can be used to derive
finer PAC-Bayes bounds than existing ones. This was already pointed out by Kakade et al. [2008]
and further shown here with an alternative proof and more favorable constants (Subsection H.1).

In fact, using the technique of obtaining KL-divergence between prior and posterior as upper bound
on the Rademacher complexity, along with the optimistic rates in [Srebro et al., 2010], one can obtain
just as in the previous section, an optimistic rate with data-dependent prior when one considers a
non-negative smooth loss and, as predictor, the expected model under the posterior. As this is a
straightforward application of the result of Srebro et al. [2010] combined with techniques presented
here, we leave this for the reader to verify by themselves.
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