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ABSTRACT

Accurate detection of emotion from speech has clear ben-
efits for the design of more natural human-machine speech
interfaces or for the extraction of useful information from
large quantities of speech data. The task consists of assign-
ing, out of a fixed set, an emotion category, e.g.,anger, fear,
or satisfaction, to a speech utterance. In recent work, several
classifiers have been proposed for automatic detection of a
speaker’s emotion using spoken words as the input. These
classifiers were designed independently and tested on sep-
arate corpora, making it difficult to compare their perfor-
mance.

This paper presents three classifiers, two popular clas-
sifiers from the literature modeling the word content via
n-gram sequences, one based on an interpolated language
model, another on a mutual information-based feature-sel-
ection approach, and compares them with a discriminant
kernel-based technique that we recently adopted. We have
implemented these three classification algorithms and eval-
uated their performance by applying them to a corpus col-
lected from a spoken-dialog system that was widely de-
ployed across the US. The results show that our kernel-
based classifier achieves an accuracy of 80.6%, and out-
performs both the interpolated language model classifier,
which achieved a classification accuracy of 70.1%, and the
classifier using mutual information-based feature selection
(78.8%).

1. INTRODUCTION

Detecting emotion from speech can be viewed as a classi-
fication task. It consists of assigning, out of a fixed set,
an emotion category e.g.,joviality, anger, fear, or satisfac-
tion, to a speech utterance. Accurate detection of emotion
from speech has clear benefits for the design of more nat-
ural human-machine speech interfaces or for the extraction
of useful information from large quantities of speech data.
It can help design more natural spoken-dialog systems than
those currently deployed in call centers or used in tutoring
systems. The speaker’s emotion can be exploited by the sys-
tem’s dialog manager to provide more suitable responses,
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thereby achieving better task completion rates. Emotion de-
tection can also be used to rapidly identify relevant speech
or multimedia documents from a large data set.

Several techniques for detecting emotion from speech
have been recently described [4, 12, 1, 11, 9, 6, 5, 13, 8,
10]. But the relative performance of these techniques has
not been measured since the experiments reported by the
authors were carried out on distinct corpora. The results
reported are not always indicative of the performance of
these techniques in real-world applications. Some are based
on the unrealistic assumption that the word transcription of
the spoken utterance is given in advance. Others are de-
rived from experiments with speech data produced by pro-
fessional actors expressing distinct emotion categories.

This paper compares several techniques for detecting
emotion by evaluating their performance on a common cor-
pus of speech data collected from a deployed customer-care
application (HMIHY 0300). Emotion detection classifiers
can use diverse information sources, e.g., acoustic or lexi-
cal information. To use a common set of input features, we
compared classifiers using spoken words as the input. We
present a comparison of three classification algorithms that
we have implemented: two popular classifiers from the liter-
ature modeling the word content vian-gram sequences, one
based on an interpolated language model [6], another on a
mutual information-based (MI-based) feature-selection ap-
proach [9, 8], and compare them with a discriminant kernel-
based technique that we recently adopted [2, 13].

We first give a brief description of the three classifiers
evaluated (Section 2) and then present the results of our ex-
periments (Section 3).

2. CLASSIFIERS

In spoken-dialog applications, a speaker’s emotion may vary
during the course of the interaction, but the dialog-manager
processes the speaker’s input only after each turn of the di-
alog. Thus, the problem of detecting emotion can be for-
mulated as that of assigning an emotion categorye to each
utterance. Two main types of information sources can be
used to identify the speaker’s emotion: the word content of
the utterance and acoustic features such as pitch range. Pre-
vious work, including our own experiments with the data
used in our experiments suggests that the word content of



an utterance is a better indicator of emotion than speaking
style [10, 13].1 Other information sources such as the his-
tory beyond the current dialog turn can be captured through
the dialog state and used for emotion detection. The clas-
sification algorithms presented in this section only use the
spoken words at each turn of the dialog, which may be avail-
able as a unique word sequence or as a word lattice gener-
ated by an automatic speech recognizer, but in most cases
they can be enriched to use other information sources. In
the following, we describe the three classifiers compared in
our experiments.

2.1. Interpolated Language Model Classifier

A classifier for detecting emotion using an interpolated lan-
guage model was described by [6]. This section gives a brief
description of that classification technique.

The problem of emotion detection can be formulated
as a classical maximum a posteriori decoding. Letw =
w1 · · ·wk denote the sequence of words spoken,E a finite
set of emotion categories,e ∈ E an emotion category, and
P(e | w) the probability ofe given that the sequencew was
spoken. The problem consists of findingê as defined by:

ê = argmax
e∈E

P(e | w) (1)

Using Bayes’ rule,P(e | w) can be rewritten as:P(w|e)P(e)
P(w) .

SinceP(w) does not depend one, the problem can be re-
formulated as:

ê = argmax
e∈E

P(w | e)P(e) (2)

whereP(e) is the a priori probability of observinge and
P(w | e) the probability of the sequencew given that an
emotion categorye has been expressed.P(e) can be esti-
mated by the frequency ofe in the training data. For each
emotion categorye ∈ E, P(w | e) can be modeled by
an n-gram statistical grammar̂P(w | e) using a standard
smoothing technique such as that the Katz back-off tech-
nique [7]. The data available for each emotion category
e may be too small to train a robust statistical model for
P(w | e). To cope with this problem, one can interpolate the
modelP̂(w | e) with a generaln-gram model̃P(w) trained
on the data for all emotion categoriese ∈ E using a stan-
dard linear interpolation with parameterλ, for i = 1 . . . k:

P(wi | E) = λP̂(wi | e) + (1 − λ)P̃(wi) (3)

whereP(wi | E) is the model resulting from the interpo-
lation. λ determines the trade-off between the two models
and can be selected to maximize the likelihood.

The system presented by [6] was designed for classifi-
cation into five emotion categories:

E = {Anger ,Fear ,Satisfaction ,Excuse,Neutral}

1We describe in a more extensive and forthcoming study how acous-
tic and lexical information can be naturally combined within a common
framework to create a classifier more powerful than one basedon any one
of these information sources alone.

and was based on a unigram model (n = 1). For the cre-
ation of that system, various special-purpose and language-
specific pre-processing procedures (stemming, stopping, and
compounding) were also applied to the lexical input, some
of them manually. A part-of-speech tagger was used to help
with stemming, a stop-list of about hundred words was used
to filter out high-frequency words (stopping), and a list of
twenty compound words was used to compensate for the
limited span of the unigram models used (compounding).

2.2. MI-based Feature-Selection Classifier

Another classifier for emotion detection is presented by [8].
This section briefly describes the component using lexical
information for identifying categories. Its main ingredient
is the use of mutual information for feature selection.

The main idea behind this feature selection is that not
all words, or sequences of words, are relevant attributes for
predicting the emotion category of an utterance. To select
the most relevant words, the mutual information criterion
can be used. Thesaliency of a wordw0 for predicting emo-
tion categories is thus defined as the mutual information be-
tweenP (e), the probability of an emotion category, and the
conditional probability ofe given the presence of the word
w0 in the spoken utterance:2

sal(w0) =
∑

e∈E

P(e | w0) log
P(e | w0)

P(e)
(4)

This can be used for feature selection when the features
used for prediction of the emotion category are words or se-
quences of words. A subsetS of words or word sequences
with the highest saliency can be selected as features. In the
case of words, a modified version of the maximum a pos-
teriori procedure can be used to determine the emotion cat-
egory associated with the sequence of words spokenw =
w1 · · ·wk:

ê = argmax
e∈E

Πk
i=1P(wi | e) δS(wi)P(e) (5)

whereδS is the characteristic function of the setS.
One problem with this approach is that the key measure,

sal(w0), is not reliable for infrequent words. For example,
words that occur only once in the training set and happen
to be tagged with a specific emotion category have a high
empirical saliency, but this may not generalize to the new
occurrences in the test set. Some heuristics can be used to
remove such words from the set and improve the robustness
of the classifier.

2.3. Kernel-Based Discriminant Classifier

A general framework,rational kernels, was recently intro-
duced to extend kernel-based statistical learning techniques

2Note that the mutual information criterion could be used foremotion
detection by selecting the emotion category that maximizesthe mutual in-
formation between itself and word sequences. However, thisapproach is
not practical when a relatively limited amount of training data is available.



to the analysis of variable-length sequences or, more gen-
erally, weighted automata. Rational kernels are efficient to
compute and can be combined with support vector machines
(SVMs) to form powerful discriminant classifiers for a va-
riety of text and speech processing tasks [2]. This section
gives a brief overview of a specific family of rational ker-
nels,n-gram kernels, that were used in our experiments.

A rational kernel can be viewed as a similarity measure
between two sequences or weighted automata. One may, for
example, consider two utterances to be similar when they
share many commonn-gram subsequences. This can be
extended to the case of weighted automata or lattices over
the alphabetΣ in the following way. A word latticeA can be
viewed as a probability distributionPA over all stringss ∈
Σ∗. Modulo a normalization constant, the weight assigned
by A to a stringx is [[A]](x) = − log PA(x). Denote by|s|x
the number of occurrences of a sequencex in the strings.
The expected count or number of occurrences of ann-gram
sequencex in s for the probability distributionPA is:

c(A, x) =
∑

s

PA(s)|s|x (6)

Two lattices generated by a speech recognizer can be viewed
as similar when the sum of the product of the expected
counts they assign to their commonn-gram sequences is
sufficiently high. Thus, we define ann-gram kernelkn for
two latticesA1 andA2 by:

kn(A1, A2) =
∑

|x|=n

c(A1, x) c(A2, x) (7)

The kernelkn is a positive definite symmetric rational ker-
nel or equivalently verifies the Mercer condition [2], a con-
dition that guarantees the convergence of training for dis-
criminant classification algorithms such as SVMs. Further-
more, it can be computed efficiently using weighted trans-
ducer algorithms [2]. The sum of two kernelskn andkm is
also a positive definite symmetric rational kernel [2]. Thus,
we can define ann-gram rational kernel Kn as the posi-
tive definite symmetric rational kernel obtained by taking
the sum of allkm, with 1 ≤ m ≤ n:

Kn =
n∑

m=1

km (8)

The feature space associated withKn is the set of allm-
gram sequences withm ≤ n. These kernels can be com-
bined with other families of positive definite symmetric ker-
nels, e.g.,polynomial kernels of degreep defined by(K +
a)p, to define more complex kernels, which we used in our
experiments.

3. EXPERIMENTS AND COMPARISON

To compare the emotion detection classifiers described in
the previous section in a real-world task, we evaluated their
performance on data extracted from a deployed customer-
care system, the AT&T “How May I Help You” system
(HMIHY 0300).

Classifier Accuracy
a) Interpolated language model classifier 70.1
b) MI-based feature-selection classifier 78.8
c) Kernel-based classifier with one-best 79.9
d) Kernel-based classifier with lattices 80.6

Table 1. Comparison of several classifiers based on spo-
ken word sequences for detecting emotion. The word se-
quences or lattices used were the output of an automatic
speech recognition system.

The corpus used consisted of 5147 utterances from 1854
speakers. The emotion category of the speaker for each ut-
terance was originally tagged into one of seven emotion cat-
egories [13]. For this study, they were grouped into only two
categories – negative and non-negative. This is similar to the
categories used in the experiments carried out by [8]. The
utterances were presented to human annotators in the order
of occurrence, thus they had the advantage of knowing the
context beyond the utterance being labeled. Note, this is un-
like some of the previous studies [8, 6] where the utterances
were presented in a random order. On the average, the utter-
ances were about 15 words long. A subset of 448 utterance
was used for testing on which two human labelers were in
full agreement. For further details on the corpus used and
the consistency of annotations, refer to [13].

The input to the classification task consisted of the word
sequences or lattices generated by an automatic speech recog-
nition system whose word error rate on this data set was
37.8%. This contrasts with some previous work, e.g., [6, 8],
where manual transcriptions were used instead.

The classifiers were tested using a range of parameters.
The interpolated language model classifier was evaluated
with the interpolation parameter varying from 0.5 to 1 in
steps of 0.1. Both the interpolated language model classifier
and the rational kernel-based discriminant classifier were
evaluated withn-gram orders of one to five. The mutual-
information-based feature-selection classifier was evaluated
only with unigrams due to the unreliable estimates of in-
frequent contexts in limited training data. This classifier
has two other parameters that were varied to determine their
best performance, namely, the cardinality of the set of salient
words S and the count threshold for ignoring infrequent
words.

Table 1 summarizes the results of our experiments. With
the interpolated language model classifier, unigram models
performed as well as the higher-ordern-gram models. The
best results were obtained with the interpolation parame-
ter λ = 0.8. As an alternative to model interpolation, we
also experimented with the standard count merging of the
n-gram counts of the specific and general models, but this
did not lead to any improvement over the results obtained
with model interpolation. The MI-based feature-selection
classifier yielded significantly better results than the inter-
polated language model classifier: an improvement of the
classification accuracy by 7.7% absolute. This suggests that
feature selection plays a crucial role for emotion detection



with a classifier based on ann-gram model since that is
the key difference between the interpolated language model
classifier and the MI-based feature-selection classifier. This
result was obtained when infrequent words below 8 occur-
rences were ignored in computing mutual information, and
when the set of salient wordsS was reduced to the top 350
most salient words. WhileS included words such asdiscon-
nect, good, yes, correct andcancel that could be viewed by
humans as indicative of an emotion category for the corpus
used, it also contained a number of seemingly uninforma-
tive words such ashi, couple, see andname.

The classifier based on rational kernels combined with
SVMs outperformed the previous two classifiers with an ac-
curacy gain of 1.1% absolute over the best one of them. This
could be further improved by using the full word lattices
generated by the speech recognition system (80.6% accu-
racy). The best result was obtained with ann-gram kernel
of order four (n = 4). The design of the kernel-based clas-
sifier does not rely on the definition of a specific subset of
words since that can introduce a bias. Moreover, the gener-
alization bounds for SVMs do not depend on the dimension
of the feature space. The results show the benefits of the use
of a kernel-based large-margin classification system that can
be used with the word lattices generated by a speech recog-
nition system.

4. CONCLUSIONS

We presented a comparison of three automatic classifica-
tion algorithms for detecting emotion from a speaker’s word
content. The results reflect the performance of these classi-
fiers in a real-word task since the data used in our exper-
iments was extracted from a deployed customer-care sys-
tem, (HMIHY 0300). They demonstrate that the discrimi-
nant classifier based on rational kernels outperforms the two
other popular classification techniques.

There are many other rational kernels, e.g., complex
gappyn-gram kernels ormoment kernels, kernels exploit-
ing higher-order moments of the distribution of the counts
of sequences [3], that could be explored and that could per-
haps further improve the classification accuracy in these ex-
periments. The kernel framework also provides a flexible
way of using other information sources for emotion detec-
tion. We are showing in a forthcoming and longer article
how acoustic information can be combined with the lexical
information within this framework and lead to significant
improvements. Features related to the dialog or semantic
features could also be used to improve the accuracy of emo-
tion detection.
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