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A. Perceptron algorithm

Let S be a labeled sample of N points in RY with
Li = ((_1)i7---a(_l)iv(_l)i—i—l’Oa-'-)O) and Yi = (_1)i+1' (1)

4 first components

e [50 points] Show that the perceptron algorithm makes Q(2V) updates
before finding a separating hyperplane, regardless of the order in which
it receives the points.

Let w be the weight vector. Since each update is of the form w «— w + y;x;

and since the components of the sample points are integers, the components
of w are also integers.

Let ny,...,ny € Z denote the components of w. w correctly classifies all
points iff y;(w - x;) >0 for i=1,...,m, that is

ny >0 ny >0

ny—nz <0 ng > ny

—n1 —ng +n3g >0 <~ ng > ni + ng
(=1)N(n1+n2+...+ny_1—ny) <0 nNy >ni+ne+...+ny_1.

These last inequalities show that the data is linearly separable with w =
(1,2,...,2N¥71). They also imply that n; >1,n2>2,n3>4,...,ny >2N"1
Since each update can at most increment ny by 1, the number of updates is
at least 2V ~1=0(2V).

B. Boosting

This problem considers an algorithm similar to AdaBoost but with a differ-
ent objective function. Assume that the training data is given as m labeled
examples (z1,91),.., (Tm,ym) € X x {—1,+1}. Let ®: R — R be the
function defined by

w)? ifu>—
@<u>—{(”> o=l 2)

1o otherwise



[50 points]

e [20 points] Consider the objective function F' defined by F(a) =
Yot ®(—yif(x;)) where f is a linear combination of base classifiers:
f= Zthl aghy as for AdaBoost. Show that F'is convex and differen-
tiable.

To show that F' is differentiable it suffices to show that @ is differentiable
since F' is a sum of functions obtained by composition of ® with a linear
function of a. @ is continuously differentiable on the interval | — oo, —1]
with ®(u) = 0, and is continuously differentiable on the interval | — 1, 00|
with ®'(u) = 2(1 + «) and lim,_+_; ®'(u) =lim,_ - _; ®'(u) = 0, thus ® is
continuously differentiable over R.

Since its differential is always non-negative, it is an increasing function. @
is twice differentiable over | — 1, 4+o00[ with ®”(u) = 2 and ®”(u) = 0 on
] — 00, —1[ and is continuous at —1, thus ® is convex. F is thus convex as
a sum of function obtained by composing an increasing and convex function
with a linear function.

e [30 points| Derive a new boosting algorithm using the objective func-
tion F'. Characterize the best base classifier h,, to select at each round
of boosting if we use coordinate descent.

— [20 points] Let I denote the set of indices ¢ for which ®'(—y; f(x;)) #
0: I = {i € [1,m]: ®(—yif(z;)) # 0}. The direction e, taken by
coordinate descent after 7" — 1 rounds is the argmin, of:

dF (o + Bey)
dp

=0

=D yihu (@)@ (=y:f (1))

N o Cuif @)
;yzhu( Z)Zie] ‘IJ’(—yzf(xz))

X —Zyihu(xi)DT—l(i)
i=1
= —(1-2e¢,),

where Dr_1(i) = ﬁ%, and e, = Prp,_, [hu(x:) # yil.

Thus, the base classifier h, selected at each round is the one with the
minimal €,.



— [10 points| The step size [ is given by:

O LI — -3 i)@' (il a2) — Byiha(z:)) =0
=1

< Z(l —yif(z:) — Byihu(xi)) = 0,
icl’
where I' = {i € [1,m]: ®'(—yif(x;) — Byihu(x;)) # 0}, that is I’ =
{i € [1,m]: yif (i) + Byihu (i) < 0}.



