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Software Library

GRM Library: Grammar Library. General software
collection for constructing and modifying weighted 
automata and transducers representing grammars 
and statistical language models (Allauzen, MM, and 

Roark, 2005).

http://www.research.att.com/projects/mohri/grm

2

http://www.research.att.com/projects/mohri/fsm
http://www.research.att.com/projects/mohri/fsm
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Counting

Model creation, shrinking, and conversion

Class-based models

This Lecture
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Overview

Generality: to support the representation and use 
of the various grammars in dynamic speech 
recognition.

Efficiency: to support competitive large-vocabulary 
dynamic recognition using automata of several 
hundred million states and transitions. 

Reliability: to serve as a solid foundation for 
research in statistical language modeling.
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Content

Statistical Language Models:  creating, shrinking, 
and converting language models.
Grammar compilation:

• weighted context-dependent rules, weighted 
context-free grammars (CFGs).

• regular approximations of CFGs.
Text and grammar processing utilities:

• local grammars, suffix automata.

• local determinization.

• counting and merging.
5
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Language Modeling Tools

Counts: automata (strings or lattices), merging.

Models:

• Backoff or deleted interpolation smoothing.

• Katz or absolute discounting.

• Knesser-Ney models.

Shrinking: weighted difference or relative entropy.

Class-based modeling: straightforward.
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Corpus

Input:

Program:
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Corpus Labels
hello.
bye.
hello.
bye bye.

<s>	 	 	 	 1
</s>	 	 	 	 2
<unknown>		 	 3
hello	 	 	 	 4
bye	 	 	 	 5

farcompilestrings -i labels corpus.txt > foo.far
cat lattice1.fsm ... latticeN.fsm > foo.faror
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Counting

Weights:

• use fsmpush to remove initial weight and create 
a probabilistic automaton.

• counting from far files.

• counts produced in log semiring.

Algorithm:

• applies to all probabilistic automata.

• In particular, no cycle with weight zero or less.
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Counting

Program:

Graphical representation:
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grmcount -n 2 -s 1 -f 2 foo.far > foo.2.counts.fsm
grmmerge foo.counts.fsm bar.counts.fsm > foobar.counts.fsm

0/0

2/0
<s>/4

3/0hello/2

1/0</s>/4

4/0

bye/3

hello/2

bye/2

</s>/2

</s>/2

bye/1
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Counting

Model creation, shrinking, and conversion

Class-based models

This Lecture
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Creating Back-off Model

Program:

Graphical representation:
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grmmake foo.2.counts.fsm > foo.2.lm.fsm

Making a backoff model from counts

• Program:
grmmake foo.2g.counts.fsm > foo.2g.lm.fsm

• Graphical Representation:

0/0

1

</s>/0.410bye/1.108

4

!!"#$%%
</s>/0.810

bye/1.098

2

hello/1.504

</s>/0.005

!!&#'%&

3

bye/0.698

!!&#&()

hello/0.698
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Shrinking Back-off Model

Program:

Graphical representation:

12

grmshrink -c 4 foo.2.lm.fsm > foo.2.s4.lm.fsm

Shrinking a backoff model

• Program:
grmshrink -s 4 foo.2g.lm.fsm > foo.2g.s4.lm.fsm

• Graphical Representation:

0/0

1

</s>/0.005

3

!!"#$%"

</s>/0.810

hello/1.504

bye/1.098

2

hello/0.698

!!"#"&'

bye/0.698
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Back-off Smoothing

Definition: for a bigram model,
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Pr[wi|wi−1] =







dc(wi−1wi)c(wi−1wi)

c(wi−1)
if k > 0;

α Pr[wi] otherwise;

where

dk =







1 if k > 5;

≈
(k + 1)nk+1

knk

otherwise.
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Conversion of Back-off Model

Interpolated model:

Failure function model - failure class:

• efficient representation of backoff models.

• requires on-the-fly composition for decoding.

Failure function model - basic class:

• state-splitting: correct in tropical semiring.

• pre-optimization: on-the-fly composition not 
required.
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 grmconvert foo.lm.fsm -m interpolated > foo.int.lm.fsm

 grmconvert foo.lm.fsm -e failure_transitions > foo.flm.fsm

 grmconvert foo.lm.fsm -e state_splitting > foo.elm.fsm
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Counting

Model creation, shrinking, and conversion

Class-based models

This Lecture
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Class-Based Models

Simple class-based models:

Methods in GRM: no special utility needed.

• create transducer mapping strings to classes.

• use fsmcompose to map from word corpus to 
classes.

• build and make model over classes.

• use fsmcompose to map from classes to words.
Generality: classes defined by weighted automata.
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Pr[wi|h] = Pr[wi|Ci] Pr[Ci|h].
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Class-Based Model - Example

Example: BYE = {bye, bye bye}.

Graphical representation: mapping from strings to 
classes.
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Class-based models – example

• Create a transducer that maps between strings and classes

• Example: BYE = {bye, bye bye}

• Graphical Representation:

0/0

hello:hello/0

1/0

bye:BYE/0.693

hello:hello/0

bye:!!"

Mehryar Mohri Weighted Context-Free Grammars 20
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Class-Based Model - Counts
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Class-based counts – Graphical Representation

0/0

2/0

<s>/4

3/0hello/2
1/0

</s>/4

4/0

BYE/2

hello/2

BYE/2

</s>/2

</s>/2
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Original counts

0/0

2/0

<s>/4

3/0hello/2

1/0
</s>/4

4/0

bye/3

hello/2

bye/2

</s>/2

</s>/2

bye/1
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Original counts. Class-based counts.
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Models
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Original Model

0/0

1

</s>/0.410bye/1.108

4

!!"#$%%
</s>/0.810

bye/1.098

2

hello/1.504

</s>/0.005

!!&#'%&

3

bye/0.698

!!&#&()

hello/0.698
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original model.

class-based model.

Class-based model – Graphical Representation

0/0

1

</s>/0.005

4

!!"#$%&
</s>/0.693

BYE/1.386

2

hello/1.386

</s>/0.005

!!"#$%&

3

BYE/0.698

!!"#$%&

hello/0.698
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Final Class-Based Model
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Final model – Graphical Representation

0 1
!!"#$%&

2

hello/0.698

3

bye/1.391

hello/1.386

bye/2.079

4/0

</s>/0.693

!!"#$%&

</s>/0.005

!!"#$%&
</s>/0.005

5

bye/0

!!"#$%& </s>/0.005
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Conclusion

GRM Library: general utilities for text and 
grammar processing.

• generality: e.g., counts from arbitrary automata 
or a class-based-model.

• efficiency: practical, e.g., counting lattices in 
1/50th real-time.

• testing: statistical tests for reliability.
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