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Abstract

Zero-knowledge proofs provide a powerful tool, which allows a prover to con-
vince a verifier that a statement is true without revealing any further information.
It is known that every language in NP has a zero knowledge proof system, thus
opening up several cryptographic applications. While true in theory, designing
proof systems that are efficient to be used in practice remains challenging. The
most common and most efficient systems implemented are approaches based on
sigma protocols, and approaches based on SNARKSs (Succinct Non-interactive AR-
guments of Knowledge). Each approach has its own advantages and shortcomings,
and each is suited for proving certain statements.

While sigma protocols are efficient for algebraic statements, they are expensive
for non-algebraic statements. For example, proving statements about hash func-
tions that are expressed as Boolean circuits would entail writing each gate in the
circuit as an algebraic relation, resulting in several exponentiations per gate in the
circuit.

SNARKS, on the other hand, result in short proofs and efficient verification,
and are better suited for proving statements about hash functions. But proving an
algebraic statement, for instance, knowledge of discrete logarithm, is expensive as
the prover needs to perform public-key operations proportional to the size of the
circuit.

Recent works achieve zero-knowledge proofs that are efficient for statements
phrased as Boolean circuits based on Garbled circuits (GC). This, again, is expen-
sive for large circuits, in addition to being inherently interactive. Thus, SNARKs,
and GC-based approaches are better suited for non-algebraic statements, and sigma
protocols are efficient for algebraic statements.

But in some applications, one is interested in proving combination statements,
that is, statements that have both algebraic and non-algebraic components. For
example, consider proving knowledge of = such that H(g*) = y for a hash function
H, and public y. The state of the art fails to take advantage of the best of all
worlds and has to forgo the efficiency of one approach to obtain the other’s. In
this work, we ask how to efficiently prove a statement that is a combination of
algebraic and non-algebraic statements.

1. We first show how to combine the GC-based approach with sigma protocols:
we give protocols for combination statements where a garbled circuit is used
for the Boolean circuit component of the statement and sigma protocol for
the algebraic component. We show applications of our protocols in achieving
anonymous credentials based on standard signatures.

2. Then, we study how to combine sigma protocol proofs with SNARKSs to ob-
tain non-interactive arguments for combination statements. We show appli-

vi



cations of our techniques to privacy-preserving protocols on the blockchain.

. Finally, we study garbled circuits as a primitive and present an efficient way
of hashing garbled circuits. We show applications of our hashing technique,
including application to GC-based zero-knowledge.
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Chapter 1

Introduction

Zero-knowledge proofs [GMRS85] provide an extremely powerful tool, which
allows a prover to convince a verifier that a statement is true without revealing any
further information. Since their conception, zero-knowledge proofs have emerged
as a fundamental object in modern cryptography, with deep connections to the
theory of computation [GMWS86, For87, BOGG190, Vad99].

Zero-knowledge proofs have found countless applications; some of them being
identification schemes [FFS87], group signature schemes [CS97b], public-key en-
cryption [NY90], anonymous credentials [CLO1], voting [CF85], and secure multi-
party computation [GMWS8T7a]. Most recently, zero-knowledge proofs have been
used as an important tool in alt-coins like ZCash, Monero, etc. to make the trans-
actions private and anonymous [BCG*14, NMT].

It has been shown that every NP language has a zero knowledge proof sys-
tem [GMW8T7b], opening up the possibility for a vast range of privacy preserving
applications. However, while this is true in theory, designing proof systems that
are efficient enough to be used is significantly more challenging. In reality, we only
have a few techniques for efficient proofs, and those only apply to a restricted set
of languages.

In this dissertation, we study efficient zero-knowledge proofs for the kind of
statements that come up in applications.

1.1 Overview of Results

We design efficient zero-knowledge proof systems to prove combination state-
ments: statements that have algebraic and non-algebraic components, that often
come up in practice. We focus on the applications of our constructions to anony-
mous credentials and privacy-preserving Bitcoin audits. We then study Garbled
circuits, design an efficient technique to hash them and show applications, includ-
ing application to zero-knowledge.



1.1.1 Zero-knowledge Proofs

We first give constructions that efficiently combine sigma protocol proofs with
zero-knowledge proofs based on garbled circuits. Our constructions have the prop-
erty that, for a combination statement, the circuit that is garbled for the GC-based
proof is independent of the algebraic component of the statement. In particular,
expensive group operations are not part of the circuit that is garbled. In addi-
tion, the number of public key operations in the sigma proof is independent of
the size of the circuit that is garbled. Next, we study efficient non-interactive ar-
guments for combination statements. Using the garbled circuit approach for the
non-algebraic component results in a protocol that is inherently interactive. We
begin with SNARKSs that are efficient for statements represented as Boolean or
arithmetic circuits, and show how to use them together with sigma protocols. The
prover complexity in SNARKSs grows with the size of the circuit. Our constructions
have the desired property that algebraic component of the combination statement
is not represented as a circuit, and the public-key operations of the sigma protocol
is independent of the circuit size of the non-algebraic component.

1.1.2 Garbled Circuits

Next, we improve (actually show how to achieve for free) a core garbling feature
of GC, circuit hashing. We propose a definition that is weaker than standard col-
lision resistance, but suffices for certain applications of garbled circuits. We then
present constructions that output a garbled circuit and its hash that satisfy our
definition of GC hash, at no additional computational overhead. We discuss ap-
plications of our GC hashing to GC-based zero-knowledge. We also show how this
improves standard GC-based cut-and-choose protocols for two-party computation,
and evaluation of private certified functions.

1.2 Zero-knowledge Proofs

Sigma protocols are proof systems that focus on proving algebraic statements,
i.e. statements about discrete logarithms, roots, or polynomial relationships be-
tween values [Sch90, GQ88, CS97hb, GS08]. One could, of course, express any NP
relation as a combination of algebraic statements, for example by expressing the
relation as a circuit, and expressing each gate as an algebraic relation between
input and output wires. But if we were to take this approach to prove a statement
using sigma protocols we would need several exponentiations per gate in the cir-
cuit. This becomes prohibitively expensive for large circuits (for example a circuit
computing a cryptographic hash function or block cipher).

Recently, [JKO13] introduced a new approach for proving statements phrased



as boolean circuits, based on garbled circuits. Their construction has the advan-
tage that it only requires a few symmetric key operations per gate, making it
dramatically more efficient than a sigma-protocol-based solution for non-algebraic
statements. This means that it is finally practical to prove statements about com-
plex operations such as hash functions or block ciphers. For instance, zero knowl-
edge proofs for an AES circuit or a SHA256 circuit can be done in milliseconds on
standard PCs using state of the art implementations for garbled circuits. On the
other hand, expressing many public key operations as a circuit is still extremely
expensive. Consider, for example, a circuit computing modular exponentiation on
a cryptographic group - the result would be much larger than the circuit computing
a hash function, and computing a garbled circuit for such a computation would be
too expensive to be practical.

Succinct Non-interactive ARguments of Knowledge (SNARKSs) [Gro10, GGPR13]
allow for very efficient verification and short proofs. They assume an honestly gen-
erated common reference string (CRS), and the prover performs public-key opera-
tions proportional to the size of the arithmetic circuit representing the statement.
Thus, though SNARKSs are suited for non-algebraic statements, like a crypto-
graphic hash function, they are not well-suited for algebraic relations due to the
large size of the circuit representation of group operations.

Now we have very different techniques for achieving zero knowledge proofs for
algebraic and non-algebraic statements. But in some applications, one is inter-
ested in proving statements that combine the two. For example, what if we want
an efficient protocol for proving knowledge of a DSA or RSA signature, whose
verification requires computing both a hash function and several exponentiations?

The state of the art fails to take advantage of the best of all worlds and has
to forgo the efficiency of one approach to obtain the other’s. One might consider
directly combining the protocols, but a naive solution would allow a cheating prover
to use a different witness for the algebraic and non-algebraic components of the
computation and produce a convincing proof for a statement for which there is
no single valid witness. Thus, one of the basic challenges is to bind the values
committed to in the sigma protocols to the prover’s inputs in the GC-based zero
knowledge proof or in the SNARK, without having to perform expensive group
operations (e.g. exponentiation) inside the circuit, and without proving large-
circuit statements using sigma protocols.

1.2.1 Our Results

We study the problem of combining proof systems for algebraic and non-
algebraic statements, and obtain the following results.

1. Sigma protocols and Garbled circuits.



e Given an algebraic commitment C', we propose protocols for proving
that C' is a commitment to = such that f(x) = 1 where f is expressed
as a boolean circuit. Both constructions have the desired property that
the GC-based component is dominated by the cost of garbling f (i.e. not
garbling expensive group operations), and the total number of public-
key operations is independent of the size of f.

More specifically, our first solution has public key operations propor-
tional to the maximum bit length of the input (|z|), and symmetric-key
operations proportional to the number of gates in f. The second has
public-key operations proportional to the statistical security parameter
s and symmetric-key operations proportional to the number of gates in
f and the length of input.

Existing solutions either require public-key operations proportional to
the size of f, or need to garble circuits for expensive group operations
such as exponentiations in large groups.

e Building directly on these protocols, we show how to implement a proof
that one committed message is the hash of another, and a proof that
two commitments in different groups commit to the same value.

e Finally, we show how we can combine all of these protocols to obtain
an efficient proof of knowledge of a signature on a committed message
for RSA-FDH, DSA, and EC-DSA signatures. This easily extends to
standardized variants of RSA like RSA-PSS.

2. Sigma protocols and SNARKSs.

e Given algebraic commitments C; and Cs, we construct NIZKs for prov-
ing that C; and C5 are commitments to  and y respectively, such that
f(z) = y. In particular, we show efficient techniques for proving that
the input used in the zk-SNARK statement is the same as the input
committed to by the algebraic commitment (similarly for the outputs).
This enables efficient switching between the algebraic and arithmetic
world.

e We give an efficient NIZK for proving knowledge of double discrete
logarithms over elliptic curve groups. In particular, we show techniques
for proving knowledge of = such that C' is an algebraic commitment to
y, where y = ¢” and g is a generator for an elliptic curve group.

e Building on the above protocols, we construct a privacy-preserving proof
of solvency for Bitcoin.

We refer the reader to Chapter 3 for our constructions; Section 3.1 for combining



sigma protocols and garbled circuits, and Section 3.2 for combining sigma protocols

and SNARKs.

1.2.2 Applications

We primarily focus on anonymous credentials and proof of solvency here, al-
though we believe our results will be applicable to many other privacy protocols.

Anonymous Credentials. Anonymous credential systems were introduced by
Chaum [Cha86]. A credential system allows a user to obtain credentials from an
organization and at some later point prove to a verifier (either the same organiza-
tion or some other party) that she has been given appropriate credentials. More
specifically, the user’s credentials will contain a set of attributes, and the verifier
will require that the user prove that the attributes in her credential satisfy some
policy. We say the system is anonymous if this proof does not reveal anything
beyond this fact.

There have been several proposals for constructions of anonymous credential
systems [CLO1, CL04, BCKLO8, Bra99, BL13]. In general, they all follow a sim-
ilar approach: the credential is a signature from the organization on the user’s
attributes. To prove possession of valid credentials, the user will first commit to
her attributes, then prove, in zero knowledge, knowledge of a signature on the com-
mitted attributes, and finally prove, again in zero knowledge, that the committed
attributes satisfy the policy. To make these zero knowledge proofs efficient, most of
the proposed credential systems are based on sigma protocols, which as described
above give efficient proofs of knowledge for certain algebraic statements. This in
turn means that the signatures used must be specially designed so that a sigma
protocol can be used to prove knowledge of a signature on a committed message.
(We note that, the protocols of [Bra99, BL13] work slightly differently in that the
user and organization jointly compute the proof of knowledge of a signature as part
of the credential issuance. However, they still use a customized issuing protocol
which would not be compatible with standardized signatures, and they use sigma
protocols exactly as described here to prove that the committed attributes satisfy
the policy.)

But what if we want to base our credentials on a standard signature such as
FDH-RSA or DSA which includes hashing the message? Or what if we want the
user to be able to prove a statement about his attributes that is not easily express-
ible as an algebraic relation? In Chapter 4, we show how to use our constructions
to base credentials on standard signatures.

Proof of Solvency. Bitcoin as a digital currency has acheived unprecedented
success and deployment. Due to the difficulty in managing cryptographic keys,



many users, in practice use online exchanges that manage the keys on behalf of
the users. Bitcoin exchanges securely hold bitcoins on their customers’ behalf,
offer conversion between bitcoin and other currencies, and provide other services
similar to online banking. Though convenient, the use of exchanges renders the
users vulnerable to loss of their assets. A number of exchanges declared bankruptcy
after losing their customers’ bitcoin holdings due to a variety of reasons like theft,
fraud or technical mistakes. The infamous example of Mt.Gox, which was the
oldest and largest exchange, led to loss of over 450MUSD in customer assets. A
desirable safeguard of the users against such losses is a demonstration that an
exchange controls enough bitcoins to settle the accounts of all of its customers.
Specifically, what is desired is for an exchange to prove that it is solvent. Though
an exchange could demonstrate it is solvent by simply transferring all its assets to
a fresh public key, such an approach would reveal confidential information like the
addresses controlled by the exchange, the size of business etc which is potentially
sensitive for both customers and the exchange. A cryptographic proof of solvency
allows an exchange to demonstrate it is solvent while not revealing any other
information. A proof of reserves and a corresponding proof of liabilities together
constitute a proof of solvency.

A cryptographic proof of liabilities was first proposed by Maxwell [Wil]. How-
ever, this solution was not entirely private as it leaked information about the num-
ber and size of customer accounts. A proof of solvency that reveals no other infor-
mation, called Provisions was proposed in [DBB*15]. But, Provisions assumes that
the public key corresponding to a Bitcoin address is available on the blockchain,
and hence does not enable using addresses where the public keys are unknown.
A Bitcoin address is a hash, and only a hash of the public key is visible on the
blockchain. Hence, Provisions is not compatible with Bitcoin. A Bitcoin address is
a 160-bit hash of the public portion of a public/private ECDSA keypair [bit] where
the public portion is derived from the private key by an exponentiation operation
on the secp256k1 curve [sec|. Thus a proof of solvency for Bitcoin would have the
exchange show that it knows the private keys corresponding to some hashed public
keys available on the blockchain.

Thus any proof of solvency for a Bitcoin exchange (or any other cryptocurrency)
must deal with a zero-knowledge proof that combines both arithmetic and algebraic
statements. In particular, the exchange wants to show that it knows a secret x
such that H(¢g") = y where H is a hash function such as SHA-256. The statement
has both algebraic (¢*) and Boolean (hash function H) parts. One could express
the function composition as a purely algebraic or Boolean function and then use
Sigma protocols or zk-SNARKSs respectively; but in the former case, the proof size
and verification time will be quite large, while in the latter, the proof generation
time will increase substantially. Ideally, one would like to use a sigma protocol for
the algebraic part and a zk-SNARK for the Boolean part, and then combine the



two proofs while preserving zero-knowledge. In Chapter 4, we show how to use one
of our constructions to obtain a privacy-preserving proof of solvency for Bitcoin.

Applications of Our Results.

e Anonymous Credentials based on RSA, DSA, EC-DSA signatures.
The most direct application in the context of anonymous credentials would
be to use RSA, DSA, or EC-DSA signatures directly as credentials but still
allow for privacy preserving presentation protocols. This would be slower
than existing credential systems, but it would have the advantage that the
issuer would not have to perform a complex protocol, but would only have to
issue standardized signatures. It further enables interoperability with exist-
ing libraries and non-private credential applications. The work of Delignat-
Lavaud et al. [DLFKP16] achieve a similar result using only zk-SNARKs.
This, as discussed earlier is inefficient for the algebraic component. While
our first result gives a solution in the interactive setting our second result
gives a non-interactive solution.

Alternatively, we could construct a service which allows users to convert
their non-private credentials (based on RSA/DSA/EC-DSA signatures) into
traditional anonymous credentials (e.g. Idemix [idel0] or UProve [PZ13] to-
kens, or keyed-verification credentials [CMZ14]). Using our new protocol, the
service could perform that conversion without knowing the user’s attributes:
the user would commit to his attributes, prove using our protocol that they
have been signed, and then obtain from the service an anonymous credential
encoding the same attributes. (All of these anonymous credential systems
allow for issuing credentials on committed attributes.)

e Anonymous Credentials with more general policies. Even if we con-
sider a system based on traditional anonymous credentials, we might use
our protocols to allow the user to prove that his attributes satisfy a more
complicated policy. For example, he might want to release the hash of one
of his attributes and prove that that has been done correctly, or prove that
an attribute has been encrypted using a standard encryption scheme like

RSA-OAEP.

Our protocols could also be used to prove that a user’s attributes fall in a
given range, or to prove statements about comparisons between attributes.
If the range of values possible for each attribute is small, we already have rea-
sonably efficient solutions - the user can just commit to each bit of the value,
and do a straightforward proof. However this becomes expensive when the
range gets larger, in which case the most efficient known approach is based
on integer commitments [FO97]| and requires several exponentiations with



an RSA modulus where the exponent is larger than the group order (e.g. a
roughly 2000 bit exponentiation with a 2000 bit modulus for reasonable se-
curity parameters). Alternatively we can use our second scheme, which only
requires a number of public-key operations linear in the security parameter
(e.g. 60), and allows those operations to use much more efficient elliptic
curve groups.

Converting between different commitment schemes. There are many
protocols based around commitments, and ideally we would be able to com-
bine these protocols arbitrarily. For example, if we have an efficient protocol
for proving that a committed tag matches one of the attributes in a user’s
credential, and another protocol for proving that a committed tag is not on
a list of revoked values, then we would be able to combine the two protocols
to prove that the user’s credential has not been revoked. However, often the
protocols will be based on different commitment schemes, or even worse, on
schemes that operate in different sized groups. (For example UProve cre-
dentials can be instantiated in standardized elliptic curve groups like those
used for EC-DSA, while revocation systems like that in [Ngu05] require pair-
ing groups; to combine the two we would need to find a pairing group whose
group order matches one of the standardized curves. Finding a pairing group
to match a specific group order often incurs a significant cost in efficiency.)
With our protocol for converting between commitment schemes we could
choose the most efficient groups for each, and then the user would merely
prove that he has used the same attributes in each. Before our work, the
only known approach to convert between groups of different sizes was to use
integer commitments, which as described above can be quite expensive.

2PC with authenticated input. As input to a secure computation pro-
tocol, sometimes it is desirable to use previously committed [JS07] or signed
[CZ09] inputs. In our constructions, we show how to commit to an input z
and prove knowledge of x (or prove knowledge of a signature on z) and a
non-algebraic statement f(z) = 1 using garbled circuits. As we discuss in
Section 4.3, it is relatively easy to extend our construction to also allow secure
two-party computation of g(x,y) where x is the prover’s input and y the ver-
ifier’s, hence obtaining secure two-party computation on signed/committed
inputs. The benefit of this approach is that checking the signature takes place
outside the secure two-party computation and can be significantly more effi-
cient.

Other privacy-preserving protocols. Converting between commitment
schemes, comparing committed values, or proving other non-algebraic state-
ments come up in many other privacy/anonymity scenarios. Our techniques



for composing proofs could be useful in reducing the size of CRS in applica-
tions such as the anonymous decentralized digital cryptocurrencies. ZCash,
for example, uses zk-SNARKSs to prove a massive statement containing many
different smaller components. For example, at a high level, one of the state-
ments being proven in ZCash is of the form: I have knowledge of x;’s such
that H(xq||H(xsl|... H(x,))) =y for a large value of n. The CRS generated
for proving this statement is extremely large (in the gigabytes for ZCash)
and cannot be reused to prove any different statement. A better alternative
is to generate a much smaller CRS for proving a statement of the form: I
have knowledge of z,y such that H(z||H(y)), combined with a technique for
composing many such proofs. More generally, one can envision a general sys-
tem with CRSs for small size statements (1, ..., C, that enables NIZKs for
arbitrary composition of these statements without having to generate new
CRSs for each new composition.

1.3 Garbled Circuits

Today Garbled Circuit (GC) is one of the main techniques for secure compu-
tation. It has advantages of high performance, low round complexity/low latency,
and, importantly, relative engineering simplicity. Both core GC (garbling), as well
as the protocols that use garbling, such as Cut-and-Choose (C&C), have been
thoroughly investigated and are today highly optimized. Particularly in the semi-
honest model there have been quite a number of asymptotic/qualitative improve-
ments since the original protocols of Yao [Yao86] and Goldreich et al. [GMW8T7a].
Possibly the most important development in the area of practical SFE since the
1980s was the very efficient oblivious transfer (OT) extension technique of Ishai
et al. [IKNPO3]. This allowed the running of an arbitrarily large number of OTs
by executing a small (security parameter) number of (possibly inefficient) “boot-
strapping” OT instances and a number of symmetric key primitives. The cheap
OTs made a dramatic difference for securely computing functions with large inputs
relative to the size of the function, as well as for GMW-like approaches, where OT's
are performed in each level of the circuit. Another important GC core improve-
ment is the Free-XOR algorithm [KS08a], which allowed for the evaluation of all
XOR gates of a circuit without any computational or communication costs. As
SFE moves from theory to practice, even “small” factor improvements can have a
significant effect.

1.3.1 Our Results

In this work, we introduce Free Hash, a new approach to generating GC hash
at no extra cost during GC generation. GC hashing is at the core of the cut-and-



choose technique of GC-based secure function evaluation (SFE). Our main idea
is to intertwine hash generation/verification with GC generation and evaluation.
While we allow an adversary to_generate a GC GC whose hash collides with an
honestly generated GC, such a GC w.h.p. will fail evaluation and cheating will be
discovered. Our GC hash is simply a (slightly modified) XOR of all the gate table
rows of the GC. It is compatible with Free XOR and half-gates garbling, and can
be made to work with many cut-and-choose SFE protocols.

In Chapter 5, we introduce our proposed definition of GC hash security. Our
definition is weaker than the standard hash collision guarantees, yet it is possi-
ble to make free hashing work with several standard GC constructions. We then
present hashed garbling algorithms for standard garbling (based on Just Garble
of [BHKR13]) as well as for half-gates garbling of [ZRE15]. We discuss the impact
of Free Hash garbling and cut-and-choose protocols. We report on our imple-
mentation and its performance evaluation, and discuss the application to certified
circuits. We propose a unified cost metric (time) and show higher speeds/smaller
computation and communication for the same error probability. We estimate to-
tal execution time reduction of about 43% for the cut-and-choose components
of [LP11], and of about 64% for [AO12, KM15] in settings we consider (1Gbps
channel and hardware AES). We then consider the standard cut-and-choose ap-
proach for the special case of zero-knowledge, and discuss application of Free Hash
to the GC-based sigma protocol.

1.3.2 Applications

GC hashing is an essential tool for C&C and is employed in many uses of C&C
. We start with describing C&C at the high level.

Cut-and-Choose Protocol. C&C was first mentioned in the protocol of Ra-
bin [Rab77] where this concept was used to convince a party that the other party
sent it a specially formed integer n. The expression “cut and choose” was intro-
duced later by Chaum in [BCC88] in analogy to a popular cake-sharing problem:
given a cake to be divided among two distrustful players, one of them cuts the
cake in two shares, and lets the other one choose.

Recall, the basic GC protocol is not secure against cheating GC generator,
who can submit a maliciously garbled circuit. Today, C&C is the standard tool in
achieving malicious security in secure computation. At the high level, it proceeds
as follows. GC generator generates a number of garbled circuits GCq, ..., GC,, and
sends them to GC evaluator, who chooses a subset of them (say, half) at random
to be opened (with the help of the generator) and verifies the correctness of circuit
construction. If all circuits were constructed correctly, the players proceed to
securely evaluate the unopened circuits, and take the majority output. It is easy to
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see that the probability of the GC generator succeeding in submitting a maliciously
garbled circuit is exponentially small in n. We note that significant improvement in
the concrete values of n required for a specific probability guarantee was achieved
by relatively recent C&C techniques [LP11, Lin13, HKE13, Bral3, LR14, HKK" 14,
AO12, KM15].

Using GC hashing for C&C. What motivates our work is the following natural
idea, which was first formalized in Goyal et al. [GMS08]. To save on communication
(usually a more scarce resource than computation), GC generator, firstly, generates
all the circuits GCy, ..., GC,, from PRG seeds si,...,s,. Then, instead of sending
the circuits GCy, ..., GC,, it sends their hashes H(GC,), ..., H(GC,). Finally, while
the evaluation circuits will need to be sent in full over the network, only the seeds
S1, ..., 8, need to be sent to verify that the GC generator did not cheat in the
generation of the opened circuits, saving a significant amount of communication
at the cost of computing and checking H(GGC;) for all n circuits.

On many of today’s computing architectures (e.g.Intel PC CPUs, with or with-
out hardware AES), the cost of hashing the GC can be up to 6x greater than the
cost of fixed-key garbling. At the same time, today’s network speeds are compara-
ble in throughput with hardware-assisted fixed-key garbling (see our calculations
in Section 5.2.4).

Hence, eliminating the GC hashing cost will improve SFE performance by
eliminating the (smaller of the) cost of hashing or sending the open circuits. We
stress that the use of our Free Hash requires syntactic changes in C&C protocols
and it provides a security guarantee somewhat distinct from collision-resistant
hash. Hence its use in C&C protocols should be evaluated for security. We discuss
this in Section 5.2.4.

Additionally, we show that a new computation/communication cost ratio of-
fered by our free GC hash will allow for reduced communication, computation, and
execution time, while achieving the same cheating probability.

SFE of private certified functions. One advantage offered by GC is the hiding
of the evaluated function from the evaluator. To be more precise, the circuit
topology of the function is revealed, but this information leakage can be removed
or mitigated by using techniques such as universal circuit [Val76, KS08¢, LMS16,
KS16] or circuit branch overlay [KKW16].

In practical scenarios, evaluated functions are to be selected as allowed by a
mutually agreed policy, e.g., to prevent evaluation of the identity function out-
putting player’s private input. Then evaluating a hidden function presumes either
a semi-honest GC generator, or employing a method for preventing/deterring out-
of-policy GC generation. An efficient C&C approach does not seem to help prevent
cheating here, since check circuits will reveal the evaluated function and will not
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be acceptable to the GC generator. Further, depending on policy/application, the
zero-knowledge proofs of correctly constructing the circuits may be very expensive.

In many scenarios, Certificate Authorities (CA) may be used to certify the
correct generation of GCs. Indeed, this is quite feasible at small to medium scale.
Our motivating application here is the private attribute-based credential (ABC)
checking. Our results on combining sigma protocol and garbled circuits show
that credentials can be based on GCs. Recent concurrent work [KKLT16] also
use GCs to build ABCs. While [KKL"16] discuss public policy only, GC-based
constructions will not preclude achieving private policy. We note that this is a novel
property in the ABC literature, where all previous work (in addition to supporting
very small policies only) relied in an essential manner on the policy being known
to both prover and verifier.

At the high level, the architecture/steps for evaluation of private CA-certified
functions is as follows.

1. CA generates seeds s1,...s, and, for ¢ = 1,...n, CA generates GCs GC;, GC
hashes H(GC;) and signatures o; = Signo4(H(GGC;)). It sends all s;, H(GC,),
o; to ABC verifier V.

2. Prover P and V proceed with execution of the ABC protocols, with the
following modification:

(a) Whenever GC GC; needs to be sent by V', instead V' generates GC; from
s; and sends to P the pair (GC;, ;).

(b) P computes H(GC) and verifies the signature o; prior to continuing. If
the verification or GC evaluation fails, P outputs abort.

Free Hash will allow to significantly (up to factor 6) reduce the computational
effort required by the CA to support such an application. Indeed the cost of the
signature generation can be small and ignored in cases where the signed circuits
are large, or a single signature can certify a number of circuits. The latter would
be the case where two parties may be expected to evaluate a number of circuits.

1.4 Roadmap

In Chapter 2, we present preliminaries and definitions of technical tools used in
the rest of the chapters. Chapter 3 presents constructions of zero-knowledge proofs
for combination statements. In Chapter 4, we present more building blocks, and
put together our constructions to build credentials based on standard signatures,
and privacy-preserving proof of solvency. In Chapter 5, we give our definition and
construction of Garbled circuit hashing and discuss application to zero-knowledge.
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The results in this dissertation are based on works that appeared in [CGM16],
[FGK17], and on parts of another work under submission [AGM17].
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Chapter 2

Preliminaries

2.1 Notation

Let PPT denote probabilistic polynomial time. We let x be the security pa-
rameter and [1,n] denote the set {1,...,n}. A function is negligible if for all large
enough values of the input, it is smaller than the inverse of any polynomial, that
is, f(-) is negligible if Ve € N there exists ny € N such that Vn > ng, it holds
that f(n) < n=°. We use negl to denote a negligible function. Let S be an infinite
set and X = {Xs}ses,Y = {Ys}ses be distribution ensembles. We say X and
Y are computationally indistinguishable, if for any PPT distinguisher D and all
sufficiently large s € S, we have |Pr[D(X;) = 1] — Pr[D(Y;) = 1]| < 1/p(|s]) for
every polynomial p(-). We denote the i-th bit of a string s by s[i], and use || to
denote concatenation of bit strings. We write x & X to mean sampling a value
2 uniformly from the set X. For a bit string s, we let s<* denote the bit string
obtained by shifting s by ¢ bits to the left. Throughout, by shift we mean a circular
shift, where the vacant bit positions are filled not by zeros but by the shifted bits.
Isb(s) denotes the least significant bit of string s.

2.2 Zero-knowledge Proofs

A zero-knowledge (ZK) proof allows a prover to convince a verifier of the validity
of a statement, without revealing any other information. Let R be an efficiently
computable binary relation which consists of pairs of the form (z,w) where z is
a statement and w is a witness. Let £ be the language associated with the NP
relation R: £ = {x | 3w : R(x,w) = 1}. A zero-knowledge proof for L lets
the prover convince a verifier that x € £ for a common input z. A proof of
knowledge captures not only the truth of a statement x € L, but also that the
prover “possesses” a witness w to this fact. A proof of knowledge for a relation
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R(-,-) is an interactive protocol where a prover P convinces a verifier V' that P
knows a w such that R(z,w) = 1, where z is a common input to P and V. The
prover can always successfully convince the verifier if indeed P knows such a w.
Conversely, if P can convince the verifier with reasonably high probability, then it
“knows” such a w, that is, such a w can be efficiently computed given x and the
code of P. The formal definition follows. In the following, we denote an interactive
protocol between P and V' by (P, V). (P(x),V(y)) denotes a protocol where P
has input  and V has input y. We denote by wviewy, the “view” of the verifier
in the interaction, consisting of its input x, its random coins, and the sequence of
the prover’s messages.

Definition 2.2.1 (ZK proof of knowledge). An interactive protocol (P,V') is a
zero-knowledge proof of knowledge for an NP relation R if the following properties
are satisfied.

1. Completeness: For all x,w such that R(z,w) =1,

Pri(P(z,w),V(z)) =1] =1

2. Proof of Knowledge: For every polynomial time prover strateqy P*, there ex-
ists an oracle PPT machine K called the extractor such that K™ () outputs
w' and

Pr[(P*(z,w),V(z)) = 1A R(z,w") = 0]

15 negligible in K.

3. Zero-knowledge: For every polynomial time verifier V*, there is a PPT al-
gorithm S called the simulator such that for every x € L, and w such that
R(z,w) =1, the following two distributions are indistinguishable:

e viewy«((P(x,w),V*(x)))
o S(z)

Honest-verifier zero-knowledge: An interactive proof system (P, V') for a lan-
guage L is said to be honest-verifier zero knowledge if there exists a PPT algorithm
S called the simulator such that for all x € L, viewy ((P(z,w),V(z))) and S(z)
are indistinguishable. This definition says that the verifier gains no knowledge
from the interaction, as long as it runs the prescribed algorithm V. If the verifier
tries to gain some knowledge from its interaction with the prover by deviating from
the prescribed protocol, we should consider an arbitrary (but efficient) cheating
verifier V* as in property 3 of the above definition, which is full zero-knowledge.
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2.2.1 Sigma protocols

We introduce the notion of a sigma protocol by motivating through an example.
Let p and g be primes such that ¢[(p — 1). Let g be an element of order ¢ in Z;.
Now suppose that a prover P chooses a random z < Z,, and publishes y = ¢*
mod p. A verifier V who receives (p, ¢, z,y) may verify that p,q are prime, g has
order g. The following protocol by Schnorr [Sch91] allows P to convince V that he
“knows” the unique z € Z, such that y = ¢g* mod p.

e Input: The prover and the verifier have (p, ¢, g,y) and the prover addi-
tionally has x € Z, such that y = ¢* mod p.

e The prover P chooses a random w € Z,, and sends a = g* mod p to V.

e The verifier V chooses a random challenge r < {0,1}" and sends to P,
for a fixed k such that 2" < q.

e The prover P responds with e = w + rx mod ¢q to V. The verifier V
checks that p, ¢ are prime, g,y have order ¢, that ¢¢ = ay” mod p, and
accepts if and only if all the above hold.

Intuitively, if some prover P* after having sent a, can answer two different
challenges r and 7’ correctly, then this means that it could produce e, e’ such that
¢° = ay” mod p and ¢¢ = ay” mod p. Dividing the two equations, one gets
g =y mod p. Since by assumption r # 7/, we have r — ' # 0 mod g,
and hence (r — r’)~! exists modulo ¢. Since the prover knows r, 1’ e, €', it could
have computed = = g(e_el)(r_’”'rl mod p. The prover thus knows the discrete
logarithm, except with probability 27% which is the probability that it answers
only one challenge correctly. We also note that the view of an honest verifier
can be simulated. The name of the sigma protocol comes from the letter ¥ that
depicts a protocol with a three-move interaction. We refer the interested reader to
the paper by Ivan Damgard [Dam] for an excellent survey on sigma protocols. We
now give a formal description below.

Sigma protocols are three round public-coin protocols and are honest-verifier
zero-knowledge proof systems. Let R be a relation, and x the common input. The
prover’s first message is denoted by a = P(x). The verifier’'s message is a random
string € {0,1}". The prover’s second message is e = P(z,a,r,e). The triple
(a,r,e) is called a transcript, and if the verifier accepts, that is V(z,a,r,e) = 1,
then the transcript is accepting for z.
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Definition 2.2.2 (3 protocol). A protocol w is a ¥ protocol for a relation R if the
following properties are satisfied:

1.

2.

m is a three round public coin protocol.

Completeness: If P and V follow the protocol on common input x, and private
input w to P such that R(x,w) = 1, then Pr[(P(z,w),V(x)) =1] =1 .

Special soundness: There exists a polynomial time algorithm, called the ex-
tractor, that, given x and two transcripts (a,r,e), (a,r’,€') that are accepting
for x, with r # r' outputs w' such that R(z,w') = 1.

Special honest verifier zero knowledge: There exists a PPT simulator Sim such
that

{Sim(x, 7’>}xe£,re{0,1}“ = {<P([L’, U}), V((E, T)>}x€£,r€{0,1}“

where Sim(z, 1) denotes the output of the simulator Sim upon input x and r,
and (P(x,w),V(z,7)) denotes the output transcript of an execution between
P and V, where P has input (z,w), V has input z, and r is the challenge
determined by V'’s random tape.

2.2.2 Non-interactive Zero-knowledge Proofs

A model that assumes a trusted setup phase, where a string of a certain struc-

ture,

also called the public parameters of the system is generated, is called the

common reference string (CRS) model. NIZKs in the CRS model were introduced
in [BFMSS].

Definition 2.2.3 (Non-interactive Zero-knowledge Argument). A non-interactive
zero-knowledge argument for a binary relation R consists of a triple of polynomial

time

algorithms (Setup, Prove, Verify) defined as follows.

Setup(1%) takes a security parameter k and outputs a common reference string
.

Prove(o, z,w) takes as input the CRS o, a statement x, and a witness w, and
outputs an argument T.

Verify(o, z, ) takes as input the CRS o, a statement x, and a proof 7, and
outputs either 1 accepting the argument or 0 rejecting it.

The algorithms above should satisfy the following properties.
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1. Completeness. For any (z,w) € R,

. o+ Setup(1®) |
Pr (Verlfy(U,%W) =1: T Prove(U,ZE,w)> -

2. Computational soundness. For all probabilistic polynomial time (PPT) ad-
versaries A, the following probability is negligible in k:

p Verify(o,z,7) =1 o < Setup(1”)
' NE €L ' (%,7) « A(1%,0)

3. Zero-knowledge. There ezists a PPT simulator (S1,Ss) such such that Sy
outputs a simulated CRS o and trapdoor T, Sy takes as input o, a statement
x and T and outputs a simulated proof w. Formally, for all PPT adversaries
(A, Az), the following is negligible in k.

o < Setup(1¥)
(z,w) € R . (x,w,state) +— A;(1%,0) | —

Pr :
NAy(T, state) = 1 7 < Prove(o, z, w)

(o,7) + S1(17)

(z,w) € R o (x,w,state) « A,(1%,0)

Pr :
NAg (7, state) = 1 T Sy(0,7,3)

Definition 2.2.4 (Non-interactive Zero-knowledge Argument of Knowledge). A
non-interactive zero-knowledge arqgument of knowledge for a relation R is a non-
interactive zero-knowledge argument for R with the following additional extractabil-
1ty property:

e FEztraction. For any PPT adversary A, there exists a PPT algorithm Ext such
that the following probability is negligible in k:

o < Setup(1*)
2 (z, )« A(17,0)
w' = Ext(Z, )

Definition 2.2.5 (Zero-knowledge Succinct Non-interactive Argument of Knowl-
edge (zk-SNARK)). A 2k-SNARK for a relation R is a non-interactive zero-
knowledge argument of knowledge for R with the following additional property:

e Succinctness. For any x and w, the length of the proof 7 is given by |r| =
poly(x) - polylog(|z[ + [w]).
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Sigma protocols and NIZK. It is possible to efficiently compile a ¥ protocol
(which is honest-verifier ZK) into a non-interactive zero-knowledge proof of knowl-
edge. The Fiat-Shamir transform [FS87] is a way of transforming any public coin
zero-knowledge proof into a non-interactive zero-knowledge proof of knowledge. At
a high level, the transform works by having the prover compute the verifier’s mes-
sage which is a random challenge by applying an appropriate hash function to the
prover’s first message. This can be proven secure when the hash function is modeled
as a random oracle. The Fiat-Shamir transform removes interaction and guaran-
tees zero-knowledge against malicious verifiers (Sigma protocols are only honest-
verifier zero-knowledge). Transformations in the CRS model [Dam00, Linl5] are
also known. The transformation of [Dam00] gives a 3-round concurrent zero-
knowledge protocol in the CRS model, whereas [Linl5] is non-interactive.

Efficient zero knowledge proofs are known which are based on sigma protocols.
There exist sigma protocols for various tasks like proving knowledge of discrete
logarithm of a value, that a tuple is of the Diffie-Hellman type etc., and it is also
possible to efficiently combine sigma protocols to prove compound statements.

In the constructions and protocols presented in further chapters, we make use
of zero knowledge proofs of knowledge of discrete logarithms and relations between
discrete logarithms. We use the following notation:

PK{(z,y,---): statements about x,y,---}

In the above, z,y,--- are secrets (discrete logarithms), the prover asserts knowl-
edge of x,y, - - -, and that they satisfy statements. The other values in the protocol
are public.

2.3 Garbled Circuits

Garbled circuits which was introduced by Yao [Yao86] as a tool for secure two
party computation, is now a primitive in its own right with many applications.
We use the abstraction of garbling schemes [BHR12] introduced by Bellare et
al. At a high-level, a garbling scheme consists of the following algorithms: Gb
takes a circuit as input and outputs a garbled circuit, encoding information e,
and decoding information d. En takes an input z and encoding information and
outputs a garbled input X. Eval takes a garbled circuit and garbled input X and
outputs a garbled output Y. Finally, De takes a garbled output Y and decoding
information and outputs a plain circuit-output (or an error L).

We note that this deviates from the definition of [BHR12], in that we include
L in the range of the decoding algorithm De, so it now outputs a plain output
value corresponding to a garbled output value or L if the garbled output value
is invalid. In [JKO13], the authors add an additional verification algorithm Ve to
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the garbling scheme. Formally, we define a verifiable garbling scheme by a tuple
of functions G = (Gb, En, Eval, De, Ve) with each function defined as follows.

e Garbling algorithm Gb(1%,C): A randomized algorithm which takes as input
the security parameter and a circuit C : {0,1}" — {0,1}"" and outputs a
tuple of strings (GC, {X}, X }icim), {2}, Z; }jeim)), where GC is the garbled
circuit, the values {X;-),X }}je[n] are called the input-wire labels, and the
values {Z}, Z} jcim) are called the output-wire labels.

e Encode algorithm En(z, { X, X };cim)): a deterministic algorithm that out-
puts the input wire labels X = { X" m}ie[n] corresponding to input .

o Fvaluation algorithm Eval(GC, {X,};cm)): A deterministic algorithm which
evaluates garbled circuit GC on input-wire labels {X;};cp, and outputs a
garbled output Y.

e Decode algorithm De(Y,{Z), Z;}jeim)): A deterministic algorithm that out-
puts the plaintext output corresponding to Y or L signifying an error if the
garbled output Y is invalid.

o Verification algorithm Ve(C, GC,{Z}, Z} }jeim), { X}, X }jem)): A determinis-
tic algorithm which takes as input a circuit C, garbled circuit GC, input-wire
labels { X7, X/} je[n), and output-wire labels { Z}, Z; } jem) and outputs accept
if GC is a valid garbling of C and reject otherwise.

For purposes of brevity, we sometimes write ¢ to mean the encoding infor-
mation {X7, X/} e, and d to represent the decoding information {Z7, Z; } jefm).
Throughout, we will only be concerned with a class of garbling schemes referred
to as projective [BHR12], where, when garbling a circuit C : {0,1}" — {0,1}", the
scheme produces encoding information of the form e = (X]Q, X })je[n]. The encoded
input X corresponding to @ = (), i interpreted as X = En(z, ¢) = (ij)je[n].

A verifiable garbling scheme may satisfy several properties such as correctness,
privacy, obliviousness, authenticity and verifiability. We now review some of these
notions: (1) correctness, (2) privacy (3) authenticity, and (4) verifiability. The def-
initions for correctness and authenticity are standard: correctness enforces that a
correctly garbled circuit, when evaluated, outputs the correct output of the under-
lying circuit; privacy aims to protect the privacy of encoded inputs; authenticity
enforces that the evaluator can only learn the output label that corresponds to the
value of the function. Verifiability [JKO13] allows one to check that the garbled
circuit indeed implements the specified plaintext circuit C.

We include the definitions of these properties.
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Definition 2.3.1. (Correctness) A garbling scheme G is correct if for all input
lengths n < poly(k), circuits C : {0,1}" — {0,1}" and inputs x € {0,1}", the
following probability is negligible in k:

Pr(De(Eval(GC, En(e, x)),d) # C(z) : (GC,e,d) + Gb(1%,C))

Definition 2.3.2. (Privacy) A garbling scheme G has privacy if for all input lengths
n < poly(k), circuits C : {0,1}" — {0,1}™, there exists a PPT simulator Sim such
that for all inputs x € {0,1}", for all probabilistic polynomial-time adversaries A,
the following two distributions are computationally indistinguishable:

e REAL(C,x) : run (GC, e, d) < Gb(1%,C), and output (GC,En(z,e),d).
e IDEALgm(C,C(x)): output Sim(1%,C,C(x))

Definition 2.3.3. (Authenticity) A garbling scheme G is authentic if for all input
lengths n < poly(k), circuits C : {0,1}" — {0,1}", inputs x € {0,1}", and all
probabilistic polynomial-time adversaries A, the following probability is negligible
m K
P Y # Eval(GC,En(z,¢))  (GC,e,d) + Gb(1%,C)
ADe(Y,d) # L Y «+ A(C,z,GC,En(x,€))

Definition 2.3.4. (Verifiability) A garbling scheme G is verifiable if for all input
lengths n < poly(k), circuits C : {0,1}" — {0,1}™, inputs x € {0,1}", and all
probabilistic polynomial-time adversaries A, the following probability is negligible
m K

Pr (De(EvaI(GC, En(z,e)),d) # C(z) (GC, e, d) + A(17,C) )

" Ve (C,GC,d,e) = accept

In the definition of verifiability above, we give the decoding information explic-
itly to the verification algorithm since in some of our constructions, the garbled
circuit includes only the garbled tables and not the decoding information. Al-
ternatively, if the decoding information is also part of the garbled circuit itself,
we can have the verification algorithm take only the plain circuit, purported gar-
bled circuit and encoding information, and output accept or reject. In some cases,
in addition to the verifiability defined above, we require an additional extraction
property. We consider circuits with a single bit output below.

Definition 2.3.5. (Verifiability with extraction) A garbling scheme G is verifiable
with extraction if for all input lengths n < poly(k), circuits C : {0,1}" — {0,1},
and all probabilistic polynomial-time adversaries A, there exists a PPT algorithm
Vey, such that, for all x satisfying C(x) = 1, the following probability is negligible
in K:

GC,e,d) + A(1",C
Pr (Vel(GC,e) # Eval(GC,En(e,z)) : \</e (Cch) ;:(accep)t)
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Intuitively, the above definitions say that even a malicious constructor cannot
create garbled circuits that are successfully verifiable (i.e., make Ve output accept)
and at the same time violate the correctness condition. Moreover, one can extract
the output wire key corresponding to output 1 given both input wire keys. This
extraction requirement is natural in Yao’s scheme which we define next. Looking
ahead, in Yao’s, knowing all input keys, one can iteratively “fully decrypt” every
garbled gate and finally obtain the key corresponding to the output bit 1 even
without computing an input z such that C(x) = 1. We note that a natural and
efficient way to obtain a verifiable garbling scheme is to generate GC by using the
output of a pseudorandom generator on a seed as the random tape for Gb, and
then provide the seed to the verification procedure Ve. Ve will regenerate the GC
and the encoding and decoding tables, and will output accept for a garbled circuit
if and only if it is equal to the generated one.

2.3.1 Yao’s construction

A comprehensive treatment of Yao’s construction of garbled circuits, was given
in [LP09]. At a high-level, in Yao’s construction, each wire of the boolean circuit
is associated with two random strings called wire labels or wire keys that encode
logical 0 and 1 wire values. A garbled truth table is constructed for every gate
in the circuit, where each combination of input wire labels is used to encrypt the
appropriate output wire label as per the gate functionality. This results in four
ciphertexts per gate, one for each input combination of the gate. The evaluator
knows only one label for each input wire, and can therefore, open only one of the
four ciphertexts.

2.3.2 Free-XOR and other optimizations

Several works have studied optimizations to reduce the size of a garbled gate
down from four ciphertexts. Garbled row-reduction was introduced by Naor,
Pinkas and Sumner [NPS99]. There, instead of choosing the wire labels at random
for each wire, they are chosen such that the first ciphertext will be the all-zero
string, and hence need not be sent. In [PSSW09], the authors describe a way to
further reduce the number of ciphertexts per gate to 2, by applying polynomial
interpolation at each gate. Kolesnikov and Schneider [KS08a] introduced the Free
XOR approach, allowing evaluation of XOR gates without any cost. Here, the
idea is to choose wire labels such that the two labels on the same wire have the
same (secret) offset across the entire circuit. The two labels for a given wire are
of the form (A, A& A), where A is secret and common to all wires. Now, as first
proposed in [Kol05], an evaluator who has one of (A, A@A) and one of (B, B&A)
can compute the XOR by simply XORing the wire labels. The result is either C
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or C ® A where C' = A @ B and correctly represents the result of XOR. Thus,
no ciphertexts are needed for the XOR gate. Kolesnikov, Mohassel and Rosulek
proposed a generalization of Free XOR called FleXOR [KMR14]. In FleXOR, each
XOR gate can be garbled using 0,1, or 2 ciphertexts, depending on certain struc-
tural properties of the circuit. In [ZRE15], the authors present a method that can
garble an AND gate using only two ciphertexts. This technique is also compatible
with Free XOR. The idea is to write an AND gate as a combination of XOR and
two half-gates, where a half-gate is an AND gate for which one party knows one
of the inputs. The half-gates can be garbled with one ciphertext each, and the
resulting AND gate, in combination with free-XOR, uses two ciphertexts. In the
above schemes, a hash/key-derivation function H is used for garbling, and differ-
ent properties are required of H in the known garbling schemes. For example,
the half-gates scheme requires either a circular-correlation-robust hash function,
or works with a Davis-Meyer construction in the ideal cipher model.

2.4 Garbled Circuits for ZK

We review the approach of [JKO13] to construct zero-knowledge arguments for
non-algebraic statements and some necessary building blocks.

2.4.1 Oblivious Transfer

Oblivious transfer (OT), first proposed by Rabin [Rab05] is a fundamental
primitive for secure two-party and multi-party computation. It is a protocol
between a sender and a receiver, where the sender has as inputs n secrets and
the receiver holds a choice bit. In a 1-out-of-2 OT, the sender holds two inputs
s0,81 € {0,1}* and the receiver holds a choice bit b. At the end of the protocol,
the receiver obtains s,. The sender learns nothing about the choice bit, and the
receiver learns nothing about the sender’s other input s;.

Committing OT (COT). Several flavors of the OT primitive have been stud-
ied, like verifiable OT [Cré90], committed OT [CvT95], authenticated OT [NNOB12]
and many others. In the variant we will use later, we need an OT protocol with
a sender verifiability property- that is, at the end of the OTs, the sender is com-
mitted to its messages, and can be asked to reveal all its input messages to the
receiver. This is closely related to the notion of committing OT [KS06], but can
be achieved even more generally since we do not require individual commitments
to sender’s messages. In particular, as discussed in [JKO13] it can be satisfied by a
protocol where the sender commits to a seed in the beginning of the protocol, and
then runs any secure OT protocol using the output of a pseudorandom generator
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on the seed as its random tape. Then the open phase can be realized by letting the
sender reveal the seed and all the input messages. The ideal functionality Foor is
defined in Figure 2.1.

Figure 2.1: The ideal functionality Foor

e The receiver inputs (choose,b),b € {0,1}, and the sender inputs
(mo,ml).

e Output my to the receiver.

e On input open from the sender, send (mg, m1) to the receiver.

2.4.2 7K Proof Based on Garbled Circuits

Here, we review the garbled-circuit-based ZK protocol of Jawurek, Kerschbaum
and Orlandi[JKO13]. To prove a statement Jw : R(z,w) = 1 (for public R and z),
the protocol proceeds as follows:

1. The verifier generates a garbled circuit computing R(z,-). Using a commit-
ting oblivious transfer, the prover obtains the wire labels corresponding to
his private input w. Then the verifier sends the garbled circuit to the prover.

2. The prover evaluates the garbled circuit, obtaining a single garbled output
(wire label). He commits to this garbled output.

3. The verifier opens his inputs to the committing oblivious transfer, giving the
prover all garbled inputs. From this, the prover can check whether the gar-
bled circuit was generated correctly. If so, the prover opens his commitment
to the garbled output; if not, the prover aborts.

4. The verifier accepts the proof if the prover’s commitment holds the output
wire label corresponding to TRUE.

Security against a cheating prover follows from the properties of the circuit garbling
scheme. Namely, the prover commits to the output wire label before the circuit is
opened, so the authenticity property of the garbling scheme ensures that he cannot
predict the TRUE output wire label unless he knows a w with R(x,w) = TRUE.
Security against a cheating verifier follows from correctness of the garbling scheme.
The garbled output of a correctly generated garbled circuit reveals only the output
of the (plain) circuit, and this garbled output is not revealed until the garbled
circuit was shown to be correctly generated.
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2.5 SNARKS for Arithmetic Circuits

A long line of work [Grol0, Lip12, BCCT12, GGPR13, BCCT13, PHGR13] has
resulted in many proposals using pairing-based constructions that yield succinct
non-interactive arguments where the argument itself consists of a constant number
of group elements. They all rely on a common reference string and the so-called
knowledge-extractor assumptions. In this section, we review some technical tools
and assumptions that we rely on in later chapters.

2.5.1 Quadratic Arithmetic Programs

The work of [GGPR13] showed how to encode computations as quadratic pro-
grams. They show how to convert any Boolean circuit into a Quadratic Span
Program (QSP), and any arithmetic circuit into a Quadratic Arithmetic Program
(QAP). In this thesis, we will only use the latter definition.

Arithmetic circuits and QAPs. An arithmetic circuit consists of wires that
carry values from a field F, and are connected to addition and multiplication gates.

Definition 2.5.1 (Quadratic Arithmetic Program [GGPR13|.). A quadratic arith-
metic program (QAP) Q over a field F consists of three sets of polynomials V =
{vg(z) + k € {0,--- ,m}}, W = {wp(x) : k € {0,--- ,m}},Y = {y(x) : k €
{0,--- ,m}} and a target polynomial t(x), all in F[X].

Let f : F* — F" be a function with input variables labeled 1,--- ,n and out-
put variables labeled m — n' + 1,--- ,m. @ 1is said to compute f if the follow-
ing holds: ay, -+ ,Gn, Gm_ps1, - am € B is a valid assignment to the input
and output variables of f (i.e., f(ai, -+ ,an) = (@m_p11, -+ ,am)) iff there exist
(Gpity - ) € B such that, t(x) divides p(x) where,

p(z) = (vo(x) + Z akvk(x)> . (wo(x) + Z akwk(x)> - (yo(x) + Z akyk(x)>
k=1 k=1 k=1

The size of the QAP @ is m, and degree is deg(t(z)).

The polynomials vy (x), wi(z), yx(x)’s have degree at most deg(t(x)) — 1, since
they can be reduced modulo #(x) without affecting the divisibility check.

Building a QAP. At a high level, we construct a QAP for a given arithmetic
circuit C' in the following way. For each multiplication gate g in C', we pick an
arbitrary root r, € F, and the target polynomial is defined to be t(z) = H(m —Ty).

g
The polynomials V,W,Y encode the left input, right input and output of each
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gate respectively. If the kth wire is a left input to gate g, then vi(r,) = 1, and 0
otherwise. Similarly, yi(r,) = 1 if the kth wire is the output wire of gate g, and
yr(ry) = 0 otherwise. For a gate g, we have,

(Z CLkUk<7’g)> . (Z akwk(rg)) = agyk<r9) = Gy

The above ensures that the value on the output wire of the gate is the prod-
uct of its inputs which is the constraint for a multiplication gate. The divisibility
check that t(x) should divide p(z) decomposes into deg(t(x)) separate checks that
p(ry) = 0, one check for each gate g and root r, of ¢(x). The actual construc-
tion also handles addition and multiplication by constants. We refer the reader
to [GGPR13, PHGR13] for a detailed discussion on building QAPs for arithmetic
circuits. We point out that for any arithmetic circuit with d multiplication gates
and N input/output elements, a QAP with degree d and size (number of poly-
nomials in each set) d + N can be constructed. Note that addition gates and
multiplication-by-constant gates do not contribute to the size or degree of the
QAP, and are thus, essentially for “free” in QAP-based SNARK constructions.

2.5.2 Bilinear Maps

Let G1, Gy and G3 be multiplicative cyclic groups of prime order p, and g1, g2
be generators of G; and G, respectively. A bilinear map is a map e : G; X Gy — G5
with the following properties:

e Bilinearity: Vu € Gy,v € Gy and a,b € Z, e(u®,v°) = e(u,v)?.
e Non-degeneracy: e(gy,92) # 1

One could set G; = Gy. However, we allow for the more general case where
G1 # Gg, in which case the map is called asymmetric bilinear map.

Let GroupGen be an asymmetric pairing group generator that on input 1%,
outputs description of three cyclic groups G, H, Gr of prime order p = O(k)
equipped with a non-degenerate efficiently computable bilinear map e : G x H —
Gr. It also outputs generators g and h for G and H, respectively. We describe some
g-type assumptions on bilinear maps below on which the security of zk-SNARKSs
relies.

Assumptions on Bilinear Maps.

Assumption 2.5.2 (¢-PDH). The g-power Diffie-Hellman (q-PDH) assumption
holds for GroupGen if for all non-uniform probabilistic polynomial time algorithms
A, the following probability is negligible in the security parameter.
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Assumption 2.5.3 (¢-PKE). The q power-knowledge of exponent (q-PKE) as-
sumption holds for GroupGen if for all non-uniform probabilistic polynomial time
algorithms A, there exists a non-uniform probabilistic polynomial time extractor
XA such that the following probability is negligible in the security parameter.

(p, G1, Gy, Gr, €) < GroupGen,
o1 = (p,G1,Gy,Gr,e),

‘ g1 < G\ {1}, 92 < G2\ {1},

Pr| e(c®, g2) = e(g1, &) A e # [T, g4 - o s £ 7,

0= (01,91, 92 91 95 g5, 95"
g‘f‘sjggé’? ce ,g?s ’ggsq)7

(¢, ¢ ao, -+ ag) < (Allxalo, 2))

In the above, z is auxiliary information generated independently of «, and
(x;y) < (A||lxa)(o, z) denotes that on input o, A outputs x, and y4 given the
same input o, and A’s random tape, outputs y.

Assumption 2.5.4 (¢-SDH). The g-strong Diffie-Hellman (q-SDH) assumption
holds for GroupGen if for all non-uniform probabilistic polynomial time algorithm
A, the following probability is negligible in the security parameter.

(p, G1, Gy, Gr, €) < GroupGen,
01 = (p7Gl7G27GTae)7
Priy=elgg) ™ ,c€Z;: g+ Ci\ {1} Co\ {1},s & Z;,

s 5 82 _s2 s1 s
g = (01791792791792791 v92 57591 5,92 )7
y < A(o)

2.5.3 zk-SNARK construction from QAP

We review the zk-SNARK construction of [PHGR13] known as Pinocchio, be-
low. Let f be a function that maps N elements from F to 0 or 1. Convert f into
an arithmetic circuit C' and build a QAP @ = (V,W,Y,t(x)) for C of size m and
degree d. We let the indices i € [1,n] denote the public input (the statement y)
and ¢ € [n+ 1, N| denote the private input (the witness x).
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1. CRS generation. Choose 7, 1y, ty, Qy, 0y, S, 3,77 <E F. Set ry = 1,7y, g =
g™, gw = g™, and g, = ¢g'v. Set the CRS to be:

crs = ({ggk(S)}ke[n+1,m]a {ggk(S)}ke[n+l,m]a {gzk(s)}ke[n+17m],

{gauvk )}ke[nJrl m]s {ggwwk(s)}ke[nJrl m] {g;yyk(S)}ke[n+1vm]’

{6° Viepa, {97 Bwk(s)gf“(s)}ke[mLm]) .

Set the short verification CRS to be:

shortcrs = (g, 9%, g, 9™, g7, gﬁv, 92(8)7 {ggk(s)}ke{o}u[nb
{gfﬁ’“(s)}ke{o}u[n], {gzk(s)}ke{O}U[n}) .

2. Prove. On input statement y, witness x, and crs, the prover evaluates the
QAP to obtain {a;}icpy. (Equivalently, evaluates C' to obtain the values
on the circuit wires). The prover solves for the quotient polynomial h such
that p(z) = h(x)t(z). Let vmia(x) = D) cji1m @Vr(), and similarly define
Wpia(z) and Ypia(x). The prover computes the proof m:

(gumials) | guomials) | qmia(s) | gh(s)

g’lo)lvvmzd( )7 ggwwmld( ) g;‘yymzd(s)

ggUMZd(S)ggwmld(S)ggymld( ))

3. Verify. On input shortcrs, y, and a proof

T = ( Vinia  Wimia oYmia oH Vmia Wiia  Yimia Z) .
= Gy 3 G 7gy 9 G » Ju » Gy g7 )

n(s)

e Compute g = [Tic n]< o S)) . Similarly, compute g, and

¢4 Check whether,

(950 (3)ggin(5)g’l‘)/m1d’ giO(S)ggzn( )gZ}Vm'Ld)
= e(g;(s)7 gH> . e(gly/O(S)ggzn(S)g;mid’ g) .

!/

° Verlfy that e(gvad,g) _ e<ngzd gav)’ e(gymid,g> — e(gymid7gaw)’ and
led mid
e(gy™, g) = e(gymid, g*v).
o Verify e(gZ, gv) — e(g’l‘}/midg’g)vmidg;/midj 967)-

Output 1 if all the verifications succeed, else output 0.
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Chapter 3

7ZK for Combination Statements!

In this chapter, we give protocols to use a garbled circuit or SNARK to prove
a statement is true, and prove that the input to the statement is the committed
value in an algebraic commitment. In Section 3.1, we show how to use garbled
circuit for the Boolean circuit component of the statement, and sigma protocol
for the algebraic components. In Section 3.2, we give protocols to use a SNARK
for the circuit component of the statement and prove consistency of the input to
SNARK with a committed value.

3.1 Sigma Protocols and GC for Combination
Statements

3.1.1 Preliminaries

Simulation-based Security. We use a simulation-based definition of security in
the ideal/real world paradigm, which is formulated by specifying an ideal function-
ality. A protocol is secure if it “emulates” this ideal functionality in the presence
of any adversary. Our definitions are in the stand-alone setting (as opposed to the
UC framework). We formulate the simulation-based definitions by defining a func-
tionality F in the ideal world. In the ideal world, all parties and the adversary A
interact via F. Let IDEALF 4(x1,22) denote the output vector of the adversary
and the honest party from the execution in the ideal world. In the real world,
a protocol 7 is executed among the parties, and let REAL, 4(x1,x2) denote the
output of the adversary and the honest party from the execution of 7. A two party
protocol 7 securely realizes the functionality F if for any PPT adversary A in the

! This chapter is based on joint work with Melissa Chase and Payman Mohassel that appeared
in CRYPTO 2016 [CGM16], and joint work with Shashank Agrawal and Payman Mohassel that
is yet to be published [AGM17]. Some passages are taken verbatim from these sources.
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real world, there exists a PPT adversary § in the ideal-world, such that

C

{]DEAL]:VS(IMZL‘Q)} {REALW’A(JZl,l'Q)}

z1,x28.t|x1|=|z2] z1,x28.t|x1|=|T2]

that is, the two distributions are computationally indistinguishable.

Commitment Scheme. A commitment protocol involves two parties: the com-
mitter and the receiver. At a high level, it consists of two stages, a commitment
phase and a de-commitment phase. In the commitment stage, the committer with
a secret input m engages in a protocol with the receiver. At the end of this proto-
col, receiver does not know what m is (hiding property), and at the same time, the
committer, can subsequently in the de-commitment phase, open only one possible
value of m (binding property). Throughout, we use algebraic commitment schemes
that allow proving linear relationships among committed values. An example of
such a scheme with computational binding and unconditional hiding properties
based on the discrete logarithm problem is the one due to Pedersen [Ped91]. It
works in a group G of prime order ¢. Given two random generators g and h such
that log, h is unknown, a value x € Z, is committed to by choosing r randomly
from Z,, and computing C, = g“h". Protocols are known in literature to prove
knowledge of a committed value, equality of two committed values, and so on, and
the protocols can be combined in natural ways. In particular, Pedersen commit-
ments allows proving linear relationships among committed values: Given C, and
Cy, prove that y = az + b for some public values a and b.

3.1.2 Proving Non-algebraic Statements on Algebraic Com-
mitments

Garbled circuits are secure against semi-honest adversaries, and can be made
secure against malicious adversaries by using generic techniques like the cut-and-
choose technique. Here, the garbled circuit constructor sends multiple copies of
the circuit to the circuit evaluator, who chooses a random subset of the received
circuits. Then the circuit constructor “opens” the chosen garbled circuits and now
the evaluator may verify that they indeed garble the correct function, and then
the remaining unopened garbled circuits are evaluated. The complexity of this
protocol grows with the security parameter and is inefficient in practice.

In [JKO13], the authors exploit the fact that the verifier’s inputs need not be
kept secret. Therefore, the verifier can open the circuit and prove that a circuit that
computes the correct function was garbled, thereby eliminating the need for more
check circuits as in classic cut-and-choose for security against malicious adversaries.
In our application, the verifier does have a private input, but it need not be kept
secret post evaluation. Our constructions also use the technique of [JKO13] to
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open the evaluated circuit, and achieve malicious security with only one garbled
circuit.

An important sub-protocol used in our constructions, is to commit to an input x
using an algebraic commitment Com(x) (e.g. Pedersen commitment), and perform
a zero-knowledge proof of a non-algebraic statement about z, i.e. that f(z) =1
for a boolean circuit f.

Such a protocol allows one to efficiently switch between proving algebraic state-
ments on a committed input (e.g. proof of knowledge of a signature on a committed
input) and non-algebraic statement (e.g. hashing, comparison, equality testing and
more).

The protocols in this section are defined in terms of an ideal functionality, and
are proven secure in the ideal /real world paradigm. We start by defining the above
task in terms of an ideal functionality in Figure 3.1. We provide two instantiations
for this functionality that provide different efficiency trade-offs depending on the
input size and the algebraic commitment scheme used.

Figure 3.1: The ideal functionality Fcom,f

e The verifier inputs Com(x) and prover inputs the opening information = and
the randomness for Com(z).

e If f(x) =1 and the opening to the commitment verifies, output accept to the
verifier.

Note that in the protocol of [JKO13] described in Section 2.4.2, the prover
evaluates the garbled circuit on an input which is completely known to him. This
is the main reason that the garbled circuit used for evaluation can also be later
opened and checked for correctness, unlike in the setting of cut-and-choose for
general 2PC. Along the same lines, it was further pointed out in [FNO15] that the
circuit garbling scheme need not satisfy the privacy requirement of [BHR12], only
the authenticity requirement. Removing the privacy requirement from the garbling
scheme leads to a non-trivial reduction in garbled circuit size.

In one of our constructions (Section 3.1.4), the verifier does have a private input,
but its input only needs to be kept private until the circuit is evaluated and the
prover has committed to the output. In that scenario, we also invoke the privacy
property of the garbling scheme. The state of the art garbling scheme uses the
free-XOR, technique [KS08b] to garble XOR gates and the half-gate technique to
garble AND gates [ZRE15]. For a circuit with ¢ non-XOR gates, the total number
of ciphertexts is 2¢g, and the number of hash invocations is 4¢ for the garbler and
2g for the evaluator.

For privacy-free garbling, the costs are reduced by factor of two (see [FNO15,
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ZRE15]). In particular, for a circuit with ¢ non-XOR gates, the total number of
ciphertexts is g, and the number of hash invocations is 2¢ for the garbler and g for
the evaluator.

We need to garble a few common building-block circuits in our constructions.
It is helpful to review the size of these circuits based on the concrete constructions
given in [KSS09]. The circuit for comparing ¢ bit integers requires 4/ non-XOR
gates. The circuit for testing equality of /-bit integers also requires 4¢ non-XOR
gates. The circuit for adding two ¢-bit integers requires 4¢ non-XOR gates, while
the circuit for multiplying two f-bit integers requires 8¢/ — 4¢ non-XOR gates.

The starting point for both instantiations is the ZK-proof of non-algebraic
statements based on garbled circuits [JKO13] (see Section 2.4.2). As a naive solu-
tion we could garble a circuit that takes x and the opening of Com(x) as prover’s
input and outputs 1 if f(x) = 1 and Com(z) correctly opens to x. The main
drawback of this solution is that checking correctness of opening for an algebraic
commitment requires performing expensive group operations (e.g. exponentiation)
inside the garbled circuit which would dominate the computation/communication
cost. We provide two instantiations of Fcom, s in Sections 3.1.3 and 3.1.4 that
avoid these costs and perform all algebraic operations outside the garbled circuit.
In Section 3.1.5, we discuss the efficiency considerations of the two protocols.

3.1.3 First Protocol

In our first construction, we have the prover commit to each bit of z, i.e.
Com(x;) for all i € [n], and prove that when combined, they yield z.

Then, following the GC-based approach, the verifier constructs a garbled circuit
that computes f(x), parties go through the steps of the GC-based ZK proof for
the prover to prove knowledge of a value z’ such that f(z’) = 1. The main issue is
that a malicious prover may use a different input 2’ # x in the circuit than what
he committed to.

But we observe that the input keys associated with 2’ in the GC (which are
obtained through the COT), can function as one-time MACs on each bit of 2" and
can be used to enforce that ' = x using efficient algebraic ZK proofs that take
place outside the garbled circuit. In particular, immediately after the COTs, the
prover commits to its input keys i.e. X * for the ith bit of 2. When the GC is
opened and both input keys X?, X} are opened, the prover can provide ZK proofs
that X, (- ;X! + (1 — ;) XY if the commitment scheme provides efficient proofs
of linear relations.

A small subtlety is that a malicious prover may use the integer 2’ = = + ¢
as input to the circuit where ¢ is the group size for the commitment scheme, but
commit to z in the commitment outside of the garbled circuit. A simple way of
preventing this is to allow exactly |loggq| input wires for z in the circuit. This
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would guarantee that = < q for free but is not ideal as it does not accept any value
between 2U°¢4) and ¢. Alternatively, one can augment the garbled circuit with a
comparison circuit that outputs = < ¢. For simplicity we assume the first variant
in both instantiations (Figure 3.2 and Figure 3.3), but discuss the cost of such a
comparison circuit in Section 3.1.5.

The complete protocol description in the COT-hybrid model is given in Fig-
ure 3.2. We point out that steps 1, 6 and 14 are additions compared to the protocol
of [JKO13].

Let G = (Gb, En, De, Eval, Ve) be a verifiable garbling scheme. Let F' be the
following functionality: it takes as input x, and outputs v such that v = 1 if
f(z) =1 and 0 otherwise. The verifier is in possession of C; = Com(z), the prover
has input x, the randomness to open C}, and both parties have as input the
security parameter k.

1. The prover commits to the bits of z by sending bit-wise commitment to x:
Ci = Com(xi),V1 < 1 <n.

2. The verifier constructs a garbled circuit for F'.
(GC,e,d) < Gb(1", F)
3. The verifier inputs the wire labels corresponding to the prover’s input by send-
ing (i, X?, X}) for all i € [n] to Fcor.
4. The prover inputs his choice bits by sending (i, ;) for all i € [n] to Foor.
5. Fcor outputs X! for all ¢ € [n] to the prover where X/ = X",

6. The prover commits to the received input wire labels by sending Cx, =
Com(X]) for all .

7. The verifier sends the garbled circuit GC' to the prover.

8. The prover evaluates the garbled circuit

Z « Eval(GC, {X[}icin)

9. The prover commits to the garbled output Z by sending Com(Z) to the verifier
and proves knowledge of opening.

10. The verifier sends open to Fcor.

11. Feor sends (X?, X}) to the prover for all i € [n].
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12. The prover verifies that the correct circuit was garbled by running
Ve(F,GC, {X?, X} }iefn))- If the output is not accept, the prover terminates.
Otherwise if Ve outputs accept, he opens the commitment to the output Z by
sending Z and the randomness used in Com(Z).

13. The verifier checks that the opening is correct and that De(d,Z) = 1. If
the opening is not correct or if De(d, Z) # 1, the verifier outputs reject and
terminates.

14. If the verifier did not terminate, the prover and the verifier engage in a Zero-
knowledge protocol to prove the following:

o PK{(x;, X!,7,R) : C; = Com(z;) A Cx, = Com(X)) A X! = 2; X} + (1 —
7)) X}, V1 <i <.
o PK{(z,z1, -+ ,xn,r,r1, - 1) : Cp = Com(z) A C; = Com(z;) ANz =

15. If the zero-knowledge proof verifies, the verifier outputs accept.

Figure 3.2: The Protocol Ilcom, ¢

Theorem 3.1.1. Let G be a garbling scheme satisfying correctness and authenticity
properties as defined in Section 2.3. Let Com be a secure commitment scheme, and
let the proofs PK be implemented with a zero knowledge proof of knowledge. Then,
the protocol lcom s in Figure 3.2 securely implements Fcom s in the presence of
malicious adversaries in the Foor-hybrid model.

Proof. Corrupt Prover P*.

The simulator works as follows: It extracts the prover’s input z’ sent to the
Feor functionality in step 4. It then plays the role of the honest verifier in the
rest of the simulation - it constructs the garbled circuit honestly and uses its input
keys as verifier’s inputs to the COT functionality. The simulator then extracts a
value Z committed to by the prover from the proofs of knowledge of opening in
step 9. It also extracts prover’s committed input = and the values X that prover
committed to in the protocol, using the extractor for the ZK proof of knowledge
in step 14. The simulator finally outputs as witness x and the opening extracted
from the ZK proofs of step 14, iff all the following hold: = = ', f(z) = 1,7 is
the one-key of the output wire, X/ = X for all ¢, the commitment in step 9 is
opened to Z, and the ZK proofs of step 14 verifies. Note that in the ideal model,
the functionality will always output accept when the simulator sends this witness.

We now prove that P*’s view in the real protocol is indistinguishable from his
view with the simulator via a series of intermediate games.
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e Game Ideal: This is the interaction P* with the simulator and functionality
as described above.

e Game Gy: This is the interaction of P* with the simulator as described above,
with the exception that instead of the simulator sending x and the opening
to the functionality which outputs accept iff f(z) = 1, the game will output
accept iff f(2’) = 1 for the 2’ extracted from the OT (and all the other
conditions listed hold). Since one of the conditions checks x = 2/, this is
identical.

e Game Gi: This game behaves exactly as in Gy except for a slight change in
the accept condition. It outputs accept if f(2') = 1 and X = X" for all
1 and Z is the one-key of the output wire and the commitment in step 9 is
correctly opened to Z, and all the ZK proofs verify (i.e. no x = 2’ check).

Indistinguishability:

Define the event Bad as the event that x # 2/, f(2') = 1, Z is the one-key of
the output wire, K/ = K for all 4, and the opening to Z is correct and the
ZK proofs of step 14 verify.

Observe that G, is identical to G; conditioned on Bad. We now argue that
Pr[Bad] is negligible, by observing that an adversary who makes us reject
Go but accept in Gj, can only succeed with probability 1/2° where s is a
statistical security parameter, in the COT hybrid model. Without loss of
generality, let us assume the ith bit of x is 0 and ith bit of 2’ is 1. Then, the
probability of the adversary guessing X? given only X! is less than 1/2/%7/.
Note that | X?| is the computational security parameter.

Hence Games G, and G are indistinguishable except with negligible proba-
bility in s.

e Game G,: This game behaves as in G; except for another change in the accept
condition. We accept if f(z') = 1 and ZK proofs of step 14 verifies and Z
is the one-key of the output wire, and the commitment in step 9 is correctly
opened to Z (i.e. no X/ = X" check).

If an adversary can distinguish between Games G; and G,, we can break the
soundness of the ZK proof of step 14. Therefore, G; and G, are indistinguish-
able.

e Game G3: This game behaves as in G, except for a small change in accept
condition. We accept if ZK proofs of step 14 verifies and Z is the one-key of
the output wire, and the commitment in step 9 is correctly opened to Z (i.e.
no f(z') =1 check).
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Games G, and G3 are identical, except when the following event occurs:
f(z') # 1 and ZK proof of step 14 passes, and Z is the one-key of the
output wire. When this event occurs, we accept in Gs and reject in G;. We
now argue that the probability of this event is negligible. For the sake of
contradiction, assume the prover’s input to OT is 2’ such that f(z') # 1,
but the value committed to is the correct one-key Z for the output wire. We
can use such a prover to break the authenticity of the garbling scheme (See
Definition 2.3.3).

e Game G,: This game behaves as in G3 except for the accept condition. We
accept if the ZK proofs of step 14 verifies and the commitment in step 9
opens correctly (i.e. no check that it is the same as extracted 7).

An adversary who can distinguish between Gs and G4 can be used to violate
the binding property of the commitment scheme.

G, is identical to the real world game with an honest verifier.

Corrupt Verifier V*. The simulator plays the role of the prover and commits
to bits of a random value in step 1. It also uses a random value as prover’s inputs
to the COT, and receives the verifier’s inputs to the COT functionality (X7, X}')
for all ¢, i.e. the input keys to the GC. The simulator then commits to the keys
corresponding to the random input it used in the OTs.

It runs Ve(GC, (X?, X}), f) to either obtain reject, or accept. If the output is
reject it commits to a dummy value, else it runs the extractor Ve; (GC, (X7, X}'), f)
to obtain the one-key for the output wire denoted by Z, and commits to Z.

It then receives the “open” message from the verifier. If Ve had not output
reject earlier, the simulator opens the commitment to Z and uses the simulator for
the ZK proof to simulate the proofs of step 14. Otherwise, the simulator aborts.

e Game Gy: This is the interaction of V* with the simulator as described above.

e Game G;: Is similar to game Gy except that the real input = of the prover is
committed to.

The two games are indistinguishable due to the hiding property of the com-
mitment scheme.

e Game Gy Is similar to G; except that instead of computing Z by running Ve,
we run Eval(GC, X)) to compute and commit to Z.

The two games are indistinguishable due to the second condition in the cor-
rectness property of the garbling scheme. Note that we are also implicitly
using the committing OT property (the protocol described in the COT hy-
brid model) as the keys extracted in the OTs and what the functionality
sends to the honest prover are the same.
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e Game G3: Is similar to Gy except that the honest input x of the prover is used

in the OTs.
The two games are identical in the OT hybrid model.

e Game G,: Is similar to Gs except that the simulator commits to the input
keys associated with the real input .

The two games are identical due to the hiding property of the commitment
scheme.

e Game Gs5: Is similar to G, except that in step 14, the simulator performs the
proofs honestly.

The two games are indistinguishable due to the zero-knowledge property of
the ZK proof.

Note that G5 is the real game with the honest prover.

3.1.4 Second Protocol

We now give an alternative construction that implements the functionality in
Figure 3.1. In particular, we avoid the bit-wise commitments to each bit of z;, and
the associated bit-wise ZK proofs, and hence require fewer public-key operations
(exponentiations) in the construction. On the other hand, the garbled circuit is
augmented and hence a larger number of symmetric-key operations are needed.

The idea is as follows. In order to ensure that the prover uses the same input
x in the GC, we have the circuit not only compute f(z) but also a one-time MAC
of z, i.e. t = ax + b for random a and b of the verifier’s choice. The values a
and b are initially unknown to the prover, but are opened along with the GC' after
the prover has committed to t. Given a and b, the prover then provides a ZK
proof that Com(¢) is indeed the one-time MAC of z (using efficient proofs of linear
relations). We note that the t = az + b operation performed in the circuit is on
integers.

We note that our construction deviates from the standard construction of GC-
based ZK where the verifier has no input to the garbled circuit, and privacy-free
garbling is sufficient. In particular, we do invoke the privacy property of the
garbling scheme in our construction to ensure that the prover does not learn a and
b until the opening stage.

The complete protocol description in the COT-hybrid model is given in Fig-
ure 3.3.
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Let G = (Gb, En, De, Eval, Ve) be a garbling scheme. Let F' be the following

functionality: it takes as inputs x, a,b and outputs v, ¢ such that v = 1 if f(x) =1
and 0 otherwise, and ¢t = ax + b. The verifier is in possession of C, = Com(z), the
prover has input z and the randomness to open C;. Both parties have as input the

10.

11.
12.

13.

security parameter k.

. The verifier generates uniformly random integers a and b of length s and n+ s

respectively, where n = |z|. It commits to them by sending C;, = Com(a),
C, = Com(b) and proves knowledge of their opening.

. The verifier constructs a garbled circuit for F'.

(GC,e,d) «+ Gb(1%, F(z,a,b) = (f(x),azx + b))

. The prover inputs his choice bits by sending (7, z;) for all i € [n] to Foor.

The verifier inputs the wire keys corresponding to the prover’s input by sending
(i, X?, X}) for all i € [n] to Foor-

. Feor outputs X/ for all ¢ € [n] to the prover where X/ = X"

. The verifier sends the garbled circuit GC to the prover. Note that in what

follows, for simplicity, we consider the input keys for a and b to be part of the
GC itself, and hence not sent separately.

The prover evaluates the garbled circuit

(t',Z) + Eval(GC, {X;}icpn))

. The prover commits to the garbled output Z by sending Com(Z) to the verifier

and proves knowledge of opening.

. The verifier sends the decoding information d; for ¢.

The prover decodes
t = De(dy, 1)

and commits to the decoded output by sending C; = Com(t), and proves
knowledge of opening.

The verifier sends open to Foor.
Feor sends (X, X}) to the prover for all i € [n].

The verifier opens Com(a) and Com(b). The prover checks the openings and
aborts if they fail.
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14. The prover verifies that the correct circuit was garbled by running
Ve(GC, {X?,Xil}ie[n],F). It also checks that garbled inputs for x,a,b are
the correct one. If any of checks fail, the prover terminates. Otherwise, it
receives the decoding vector d, and he opens the commitment to the output Z
by sending Z and randomness.

15. The verifier checks that the opening is correct and that De(d,Z) = 1. If
the opening is not correct or if De(d, Z) # 1, the verifier outputs reject and
terminates.

16. If the verifier did not terminate, the prover and the verifier engage in a Zero-
knowledge protocol to prove the following:

PK{(z,t,r,R) : C, = Com(x) A Cy = Com(t) At = ax + b}
17. If the zero-knowledge proof verifies, the verifier outputs accept.

Figure 3.3: The Protocol Iluac, ¢

Theorem 3.1.2. Let G be a garbling scheme satisfying correctness, authenticity,
and privacy properties as defined in Section 2.3. Let Com be a secure commitment
scheme, and let the proofs PK be implemented with a zero knowledge proof of
knowledge. Then, the protocol Ilyac,y in Figure 3.3 securely implements Fcom,f i1
the presence of malicious adversaries in the Foor-hybrid model.

Proof. Corrupt Prover P*.

The simulator works as follows: It uses the OT simulator to extract the prover’s
input 2’ to the OT. It then plays the role of the honest verifier in the rest of
the simulation - it chooses a,b randomly as the honest verifier would, constructs
the garbled circuit honestly and uses its input keys as verifier’s inputs to the
COT functionality. The simulator then extracts the value Z’ committed to by the
prover from the proofs of knowledge of opening in step 8. It also extracts prover’s
committed input x and the tag ¢’ that the prover committed to in the protocol,
using the extractor for the ZK proof of knowledge in step 16. The simulator finally
outputs x and the opening extracted from the ZK proofs, iff all the following hold:
x =12, f(x) =1, 7 is the one-key of the output wire, ' = az + b, the commitment
in step 8 is opened to Z, and the ZK proof of step 16 verifies. Note that in the
ideal model the functionality will always output accept when the simulator sends
this witness.

We now prove that a corrupt prover’s view in the real protocol is indistinguish-
able from his view with the simulator by a series of intermediate games.
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e Game Ideal: This is the interaction of the corrupt prover with the simulator
and functionality as described above.

e Game Gj: This is the interaction of the corrupt prover with the simulator
as described above, with the exception that instead of the simulator sending
x and the opening to F', which outputs accept iff f(z) = 1, the game will
output accept iff f(a’) = 1 for the 2’ extracted from the OT (and all the
other conditions listed hold). Since one of the conditions checks x = 2/, this
is identical.

e Game Gy: In this game, the simulator behaves exactly as in G except that
it does not check the x = 2’ condition.

Define the event Bad as the event that x # 2’ but t = ax + b. Observe that
Gy is identical to G; conditioned on Bad. We argue that Pr[Bad] is negligible
due to the unforgeability property of the one-time MAC, the hiding property
of the commitment scheme, and the privacy of the garbled circuit.

Consider a game where we run as in G; but stop after step 10, and look
at the probability that in this game ¢ = ax + b but x # 2’; if Pr[Bad] is
non-negligible, this will be non-negligible as well. Now, by the privacy of
the garbled circuit, this is indistinguishable from a game where the verifier
computes a tag ¢t on x’, and then constructs (GC,e,d) using the privacy
simulator: S(F, (t,1)). Similarly, by the hiding of the commitment scheme
this is still indistinguishable from a game where the verifier commits to ran-
dom values instead of a,b. But if in this final game we get ¢ = ax + b and
x # x' with non-negligible probability, then we can break the unforgeabil-
ity of the MAC. The probability of forgery is bounded by 1/2%, and hence
exponentially small in the statistical security parameter s = |a|.

e Game G,: In this game, the simulator behaves as in G; except that it does
not check the condition ¢t = ax + b.

If an adversary can distinguish between Games G, and Gy, we can break the
soundness of the ZK proof of step 16.

e Game G3: In this game, the simulator behaves as in G, except that we do not
check the condition f(z') = 1.

Games G, and G3 are identical, except when the following event occurs:
f(2') # 1 and ZK proof of tag verifies and Z is the one-key of the out-
put wire. We now argue that the probability of this event is negligible. For
the sake of contradiction, assume the prover’s input to OT is 2’ such that
f(2") # 1, but the value committed to is the correct one-key Z for the out-
put wire. We can use such a prover to break the authenticity of the garbling
scheme (See definition 2.3.3).
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e Game G4: In this game, the simulator behaves as in G3 except for the accept
condition. The simulator accepts if the ZK proofs of step 16 verifies and the
commitment in step 8 opens correctly (i.e. no check that it is the same as
extracted Z).

An adversary who can distinguish between G, and G3 can be used to violate
the binding property of the commitment scheme.

G, is identical to the real world game with an honest verifier.

Corrupt Verifier V*. The simulator extracts a and b from the proofs of
knowledge of their openings by verifier. It uses a random value as prover’s inputs
to the COT, and receives the verifier’s inputs to the COT functionality (X?, X})
for all 7, i.e. the input keys to the verifier GC'.

It then runs Ve(GC, (X?, X}), F) to either obtain reject or accept. If the GC
verifies, the simulator runs Ve, (GC, (X?, X}), F) (and checks against the extracted
a,b) to extract the decoding information d. If the output is reject it commits to
dummy values for Z and ¢, else it commits to the one-key for the output wire
denoted by Z, and a dummy ¢.

The simulator receives the openings of Com(a) and Com(b). If the openings are
not what it extracted earlier, or if Ve had output reject earlier, it aborts. Else, the
simulator opens the commitment to Z and uses the simulator for the ZK proof to
simulate the proofs of step 16.

e Game Gj: This is the interaction of the corrupt verifier with the simulator as
described above.

e Game G: Is similar to game Gy except that ¢ = ax + b for the real input x of
prover is committed to.

The two games are indistinguishable due to the hiding property of the com-
mitment scheme.

e Game G,: Is similar to G; except that instead of computing Z and t by
running Ve, we run Eval(GC, X["*) to compute and commit to Z and t.

The two games are indistinguishable due to the second condition in the cor-
rectness property of the garbling scheme, and binding property of commit-
ments Com(a) and Com(b). Note that we are also implicitly using the com-
mitting OT property (the protocol described in the COT hybrid model) as
the keys extracted in the OTs and what the functionality sends to the honest
prover are the same.

e Game G3: Is similar to Gy except that the honest input x of the prover is used
in the OTs.

The two games are identical in the OT hybrid model.
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e Game Gy: Is similar to G3 except that in step 14, the simulator performs the
proofs honestly.

The two games are indistinguishable due to zero-knowledge property of the
ZK proof.

Note that G, is the real game with the honest prover.

3.1.5 Efficiency Comparison and Optimizations

Efficiency Comparison. In our first instantiation, in addition to the cost as-
sociated with the GC-based ZK, i.e. the oblivious transfer for x and the cost of
garbling f, O(n) exponentiations are necessary to commit to each bit of input x
and to perform the bitwise ZK proofs associated with them in the last step.

In our second instantiation, the bitwise commitments/proofs are eliminated
(i.e. only a constant number of exponentiations) but instead the circuit for ax + b
needs to be garbled which requires O(ns+ s?) additional symmetric-key operations
when using textbook multiplication (we discuss range of values for s shortly).
Using Karatsuba’s multiplication algorithm [Knu69], this can potentially be further
reduced.

The round complexity of both protocols is essentially the same as the GC-based
ZK proof of [JKO13] (5 rounds), as the extra messages can be sent within the same
rounds. (To simplify presentation, we used a separate step for each operation in
our protocol description, but many of these can be combined.) A more round-
efficient GC-based ZK proof would make our constructions more round efficient as
well.

The first instantiation requires more exponentiations which are significantly
costlier than their symmetric-key counterpart, but the total number of symmetric-
key operations in the second instantiation is higher. Hence, when n is small,
the first instantiation is likely more efficient, while when n is larger, the second
instantiation will be the better option. Furthermore, if bit-wise commitment to
the input is already necessary as part of the bigger protocol (as is the case in
some of our constructions), the first instantiation may be the better choice. In
the case where a comparison circuit < ¢ is also computed, an additional O(n)
symmetric-key operations suffices.

Optimizations. Next, we review a few other optimizations that improve effi-
ciency of our instantiations.

e Reducing exponentiations. We consider the following optimization for the
protocol Ilcom s in Fig. 3.2 which reduces the number of exponentiations
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necessary for the ZK proofs significantly. In step 6, the prover commits to
the sum of the keys received instead of individually to each wire key. The
prover sends Com(S) = Com (> | X/) in step 6. We assume that the bit
commitment scheme Com is homomorphic, and each wire key X; is truncated
to s bits and interpreted as a group element. Now, in the zero knowledge
proofs of step 14, the prover proves the following statements which can be
performed with fewer exponentiations:

PK{ (x4, S,r, R) : Com(z;) = g"'h" A Com(S) = g°h"

AS = i (X} + (1 — 2;)X0)}

PK{(x,z1, - ,zp, 7,71, - -1) : Com(x) = g°h" A Com(x;) = g h"
A = gZlelhr}

We can show that if the sum extracted by the simulator from the commitment
in step 6 is not equal to the sum of keys corresponding to the input a’
extracted from COT, but the ZK proofs verify, then for some ¢, the prover
must have correctly guessed X? such that b # z}. The probability of this is
negligible by the security of the COT protocol.

Privacy-free garbling. As discussed earlier, in [FNO15] it is observed that
privacy-free garbling is sufficient for GC-based ZK proofs of non-algebraic
statements. This improves the communication/computation cost of garbled
circuits in our first instantiation by a factor of two. But as mentioned earlier,
the same cannot be said about our second construction since the privacy
property of garbling is required to hide a and b in the earlier stage of the
construction.

But we can think of bigger circuit as consisting of two smaller circuits: one
computing the function f and the other computing ax + b. If we split the
computation into two garbled circuits with shared OT, then we can use the
privacy free garbling scheme of [FNO15, ZRE15] for the first circuit as the
verifier has no input, and use a standard garbling scheme for the ax + b
circuit.

Smaller multiplication circuit. For the one-time MAC in the second protocol,
a small a is sufficient for security - if the security (unforgeability) desired is
277 it suffices for a to be s bits long. Hence, for a 512-bit input, a 40 —80-bit
a is sufficient to compute ax + b which reduces the size of the multiplication
circuit significantly.
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3.2 Sigma Protocols and SNARKSs for Combina-
tion Statements

We begin by presenting a sigma protocol to prove equality of committed values
with the exponents a; in y = [[G{*. Then, we show how to prove consistency
of the input and output of a circuit in a SNARK with values committed to in
algebraic commitments.

3.2.1 Proof of equality of committed values

Let G be a group of prime order q. Lety = [[ G}*, C; = g% h", where g, G;, h are
generators of the group, and the prover does not know the discrete logarithms of h
with respect to g. We want to prove equality of the discrete logarithms in y and the
respective values committed to in C;. Let k be a security parameter. Following
standard notation, we denote the protocol by PK{(ay, - ,an, 11, -+ ,7rn) 1 y =

H?:l G?Z VAN Cz = gaih”}.

Figure 3.4: The Protocol comEq

Given y =[] | G}* and C; = g% h"i

1. The prover computes the following values: u =[] ; G§" and v; = g“hf for
randomly chosen «;, R; € Z4 and sends u, v; to the verifier.

2. The verifier chooses a random string ¢ of length k as the challenge, and sends
it to the prover.

3. For a challenge string ¢, compute and send the tuple (s;,t;)

si=a; —ca; (mod q),t; = R; —cr; (mod q)

4. Verification:

Check if u = y* [] Gi* and v; = (C;)°g® h'i. The verifier accepts if Verification
succeeds for all 7.

We will show that the protocol in Figure 3.4 is correct, has a soundness error
of 1/2%, and is honest verifier zero knowledge.

Proof. e Completeness:
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If the prover and the verifier behave honestly, it is easy to see that verifica-
tion conditions hold.

ye H sz _ (H G?i)C H sz _ H G?ic+si —u

(Cz) gsihti — (gaihm)cgsihti — gcai+5ihCTi+ti = v;

e Soundness: We show an extractor that computes ay, - - an,r1, -+ ,7, given
two accepting views with same commitments but different challenge strings.
Say, we have two accepting views: {(u,v;),c, (s;,t;)} and {(u,v:),¢, (8, )}
for challenges ¢ and ¢ # ¢. Since the views are accepting, we have,

ycHGfi :yéHGfi =u
yc—é _ H Gfifsi

We can now compute (in Z,), x; = (§; — s;)(c — ¢)~'. The inverse of (¢ — ¢)
exists in Zg, since ¢ # ¢ by assumption.

Similarly, o
(Cy) Qsihti = (Cz')cgsihti =

and we can compute

~

ri=(t; —t:)(c— )"

The extractor succeeds in extracting a witness given two accepting tran-
scripts. The prover can, therefore, cheat only when he can answer exactly
one challenge correctly, and the probability of that challenge being chosen
by the verifier is bounded by 1/2* where k is the length of the challenge.

e Honest Verifier Zero Knowledge: We show a simulator such that the
output of the simulator is statistically indistinguishable from the transcript
of the protocol with a prover. The simulator on input ¢, randomly chooses
Si, t; € Zy and computes u = y°[[ Gi', and v; = (C;)°g® h'i.

m

3.2.2 SNARK on committed input

The starting point of our constructions is the verifiable computation protocol
of Pinocchio. At a high level, each polynomial of the quadratic program (defined
in 2.5), say, vx(z) € F is mapped to an element in a bilinear group, g***), where s
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is a secret value chosen during CRS generation, g is a generator of the group. F is
the field of discrete logarithms and over which the operations of the computation
are performed. Given these group elements and the values a; on the circuit wires
which are the coefficients of the quadratic program, the prover can compute “in
the exponent” to obtain ¢"(*), where v(s) = Zaivk(s). The verifier uses the
bilinear map to verify that the divisibility check of the QAP holds. We assume the
computations are over large fields, that is, the QAP is defined over F, for a large
p. The size of the field is exponential in the security parameter. We omit p in all
further descriptions of the field.

Let f: FNY — F" be a function with input/output values from F, computed
by an arithmetic circuit C' with input wires labeled 1,..., N, output wires labeled
m—n'+1,...,m. Let @ be a QAP of size m and degree d corresponding to
C'. We separate the circuit wires I into private input, public input, intermediate
values, and output wires. Let I.,, € {1,---, N} be the set of indices correspond-
ing to the private inputs x1,--- , @y, I the indices for the public input wires,
and I,y the indices for the public output. Let Iq = {1, -+ ,m} \ Lpup U Leom U
I, Let C; be an algebraic commitment, for example, Pedersen, to the ith in-
put z;, C; = g*h™. The construction comInSnark : PK{(z1, -+ ,zp, 71, ,70) :
flzy, - xp, 21,y 2n—n) = (b1, - b)) ANCy = g"R"" N - NC,, = g™ h'} is
given in Fig. 3.5.

Given C; = g"h™ for all ¢ € [n], commitments to private inputs, the public
inputs, 21, ,2N_n, and the public outputs, by,--- ,b,. Let g be a generator of
G1, g a generator of Go, and e : G; X Go — G, a non-trivial bilinear map.

1. CRS generation: Choose 7y, 7'y, 0, O, Qy, S, 5,7 &P Set Ty = ToTw, v =
99w =9"gw =9" 9y = 9"
Set the CRS to be:
crs = ({95 Y eeroms {9gk(5)}kelmd7 {52 Y ke Lo LT e 1y
{gyk }kelconﬂ {g }kelmzd{gavvk S)}kelcowﬂ {g’lolévvk(S)}kelmzd’
{gawwk }kelcom7 {gawwk S)}kelmzd7 {gayyk }kelcom7 {gyyyk }kelmui

{g° }ze[d {gﬁvk(s) Bwy(s) 5%(5 }ke[coma{gﬁvk(s Bwi(s )ggy’“ 8)}kelmid)

Set the short verification CRS to be:
shorters = (g, 4, 5%, ¢, 3,37, g7, 5%, ¢*®,

{9 ket 4G5 ettt 05 ket tine)

2. Prove:
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On input z1,---,2N_pn, Witness x1,--- , &y, and crs, the prover evaluates the

QAP to obtain {a;}ic(m). (Equivalently, evaluates the circuit to obtain the val-

ues on the circuit wires). The prover solves for the quotient polynomial h such

that p(x) = h(z)t(z). Let veom(z) = Z arVE(x), Vmid(x) = Z axvg(x)
k€lcom k€lmia

and similarly define weom (%), Wmid(T), Yeom () and ymiq(z).

e The prover computes the proof :
(ggcom(s)’ ggmid(S)’ g;}ucom(s)’ ggmid( s) g:';;/com(5) ggmid(s)’gh(s)’

QyVeom (8) gg”vm"‘d(s) ggwwcom(s)’ggw’wmzd(s)’g‘;yycom(s),g;&yymid(s)

P

ggvcom(s)ggwcom( )ggycom(s)’ ggvmid(s)ggwmid(s)ggymid(s))

e Prove input consistency with commitment: The prover uses the sigma
protocol comEq to compute 7;,: PK{(z1, - ,zp, 71, ,rn) + y =
[, G% ACy = g"h™ A= A Cp = goh™}, for G; = g”l@ i € Lom,

Ucom(s)

and y = gu

3. Verify:

e On input shortcrs, z, and proofs m, m;, parse 7 as
— Vcom sz ‘”Wcom *Wmi Ycom sz ~H
= (g'eom, gimid, gteom, grimid gieom gimid g

c/om c/o'm com Zcom Zmid
gVeon, gVmia, gWeon, gWmia, gYeom, g¥mia, gZeom  gZmid)

)

e Divisibility check. Compute g, = [4c; s Ulout (gg’“(s)) Similarly,
Compute gww(s) and gyw(s)
e(ggo(s)ggio(s)g‘/comg mid g:ﬁo(s) ~wi0(s)chom§Wmid)

= e(gt(s)j )e (gy Yyo(s )gym( )chongmm’g)

e Verify that the linear combinations are in correct spans.

(a) e(g¥eom, §) = e(g¥eom, gov)

(g%
(b) e(g mld,g) e(g¥mid, gov)
(c) e(gWeom, ) = e(g™w, §"eom)
(d) e(gWmia,g) = e(gow, g"mia,)
(e) elg wmvg) e(g¥eom, gv)
() e(g¥mia,g) = e(g¥mie, gov)

e Verify same coefficients in all linear combinations.

( ) ( Zcom’§7) — 6(gVC°ngC°m,§’87) (gﬁ’y chom)
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(b) e(gzmid’ Q’Y) - e(ngidemid7 gﬁﬁ)e(gﬁ“r? ngid)

e Verify input consistency with commitment: The verifier computes G; =
ggi(s),i € I.om, and sets y = g¥em. The verifier checks that the comEq
proof m, verifies: PK{(x1,- - ,zp,r1, -+ ,mn) 1y = [[[, Gi* ANC1 =

gﬂflhrl A A Cn = gﬂfnhv“n}

Figure 3.5: The Protocol comInSnark

Zero-knowledge. We make our construction zero-knowledge, and obtain zk-
comInSnark, by randomizing the elements in the proof 7 such that the checks
verify and the proof is statistically indistinguishable from random group elements.
Specifically, the prover chooses random &, ,0v,.ss Oweoms Ow,,;y < F, and adds
Oveom t(8) In the exponent to Vepm (), dy, ., t(S) 10 Vmia($), dwewn t(S) 10 Weom (), and
Ouw,,:,t(8) 0 Wpia(s). It is easy to see that the modified value of p(x) remains
divisible by ¢(z). The above makes the proof statistically zero-knowledge. To
allow the prover to randomize the proof, the following terms are added to the
crs: gf;(s),gﬁs),g;(s),gﬁ”t(s),ggwt(s),g;yt(s),gft(s),ggt(s),ggt(s). The new values in 7
can now be computed from the crs. Verification proceeds as before. For the
input consistency with commitment step: The verifier computes G; = ¢o*).i €
Leom, H = gfj(s), and sets y = g"eom. The proof m;,: PK{(a1, - ,an, 6,71, ,rp) :
y=H[[,GFACy = gh™ A---AC,, = g*h™} is statistically zero-knowledge.

We recall a technical lemma from [GGPR13] below, on which we rely for
soundness.

Lemma 3.2.1 (Lemma 10, [CGPR13]). Let F[z]*®) denote polynomials over F[x]
of degree at most k. Let F[z]F) denote polynomials over Flz] that have a zero
coefficient for z*. For some d, let U = {ux(x)} C Flz]?, and let span(U) denote
the set of polynomials that can be generated as F-linear combinations of the poly-
nomials in U. Let a(x) € F[z]V be generated uniformly at random subject to the
constraint that {a(z) - up(v) : up(z) € U} C Flx)C@D) | Let s € F*. Then, for all
algorithms A

Priu(z) « AU, s,a(s)) : u(z) € Flz]* Au(z) & span(Uf)

Theorem 3.2.2. If the q-PDH, 2q-SDH and d-PKE assumptions hold for q >
4d + 4, then zk-comInSnark instantiated with a QAP of degree d is secure under
definition 2.2.4 with soundness error 1/|F|.
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Proof. Soundness.

Assume there exists an adversary A who returns the proof of a false statement.
We use this adversary A along with the knowledge extractor that exists by the
d-PKE assumption to construct an adversary B to break either the ¢-PDH assump-
tion or the 2¢-SDH assumption B is given the challenge g, 3, 9% 3°, ...,9%,3%,
¢ g g™ 5% A generates a function f that has a QAP Q = (¢(z), V,
W, Y) of size m and degree d. B sets the CRS and short CRS according to the pro-
tocol, and choosing the randomness in the following way. B chooses 1, 7y, v, Quy,
at random and sets ry = 17,7y, gy = g“sdﬂ,gw = g’”w52<d+l),gy = grvs™ Y

B is set to be a polynomial evaluated at s in the following way. Rewriting the
final term in the proof 7, we have,

ggv(s)ggw(s)ggy( s) _ gﬁ(rvsd+1v(s)+7~w32(d+1)w(s)+rys3(d+1)y(s)) (31)
B sets § = 170433 (s) where, Bpo,(7) is a polynomial of degree at most

3d+ 3 sampled uniformly at random such that Spey () - (1, () + T Dy (1) +
7,22 Dy, (7)) has a zero coefficient in front of 23¢+2 for all k. Such a polynomial
is guaranteed to exist by Lemma 3.2.1. Rewriting equation 3.1 by writing £ in
terms of s,

Bo(s) ,Bw(s)

s o 8T L0(8) 41 s2(3T D g (8) 41, 3@+ 4y (5
g5 ghus) gBuls) — gB (s)+ (8)-+ry 2@ Dy (s)) (

g =g 3
G By () ST Bt (s B () (3
3

)
)
)

Since Booty () + (ryvp(z) + 12 T Vwy () + 7,224 Dy, (7)) has a zero coefficient
in front of 233, the exponent in equation 3.2 has a zero in front of s9™!. The
powers of ¢ in the exponent go up to (¢ —3d —2) + (3d +3) + (2d + 2) + d =
q+ 3d + 3 < 2q. B can efficiently generate the terms in the CRS that contain
by using the elements in the challenge. B generates 4" uniformly at random from
F and sets v = 7/s4t2. B can generate ¢7 from the challenge, since ¢**" is given.
Note, By = s~ W33, (5)y's772 does not have the s7! term, and has degree at
most ¢ — (4d + 3) + (3d + 3) + (¢ + 2) < 2¢q. Hence, B can generate g% using
the elements in its challenge. The polynomials vy (x), wi(x), yx(x) are of degree d,
and since we have ¢ > 4d + 4, all the elements in the CRS can be generated using
terms in the challenge.

Let (7, 7;,) be a cheating proof returned by A for the Computation of f with
public input and public output {ck}ke I ubufm Let 7 = (gVeom, gVmia gWeom gWmia
chom’g mzd’gH gvc,om g Vinia ., g Weom g Wiia g Yom g Yid gZC"m gZ”“d) Since the verifi-
cation holds, we have that e(g"eom, §) = e(chom G°), and e(g¥mia, §) = e(g¥mia, go).
B can run the d-PKE extractor to recover polynomials V,,;q4(z) and Vi, (z) of
degree at most d such that Vi,;q = Vinia(s), Veom = Veom(s). Note that the pa-
rameters received by A is a valid input for the d-PKE assumption from which all

SRS

= gsq73d72ﬂpoly (s)(rov(s)+s T rpw(s)+s24T2ryy(s)) (
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the other terms in the CRS can be efficiently generated. That is, the d-PKE ad-
versary receives input (o, z), where o = (p, G1, G2, Gr, 9, G, {¢° Yicpo.a: {7° }icp.a)):
and the auxiliary input z consists of all the other terms in the CRS. Note that
the terms {gﬁk(s)} can be efficiently generated from o. A returns (V, V') such that
e(V,g) = e(V’',g*). Thus, B can invoke the d-PKE extractor x4 to recover a

d
polynomial V., (x) = ch-cci of degree at most d such that V = g"%m(9)  Simi-
i=0
larly, B recovers polynomials W,.iq(2), Weom (), Ynia (), Yeom () such that W4 =
Wmid(8)7 Wcom = Wcom<s)7 Ymid = Ymid(8)7 }/com - K:om(s)~ NOW: B ComPUtesv

V(]?) = ’(J()(IL’) + Z Ckl)k(]?) + Z ckvk(x) + %om(df) + led(l’)

ke]pub ke]out

and similarly W (z) and Y (x), and sets H(z) = (V(z)W(x) — Y (2))/t(z)

Since the proof is of a false statement, either the extracted polynomials do not
form a QAP solution, or the co-efficients of the extracted com polynomials are not
equal to the values committed to in Cf,--- , (). There are the following cases:

e H(x) has a non-trivial denominator.

e The polynomial R(x) = 7,24 V,ia(2) + 1z DWW, 0a(2) + 1,23 @Y, 0 (2)
is not in the linear subspace generated by the polynomials {ry(x) = r,2% vy (z)+
rwt g (@) + 1y @7 Dy (@) et

e The polynomial S(z) = 7,29 WV (7)) + 1,2 DWW 0 (2) + 1,2 DY, (2)
is not in the linear subspace generated by the polynomials {ry(x) = r,2% v (z)+
rut g (@) + 1y 7 Dy () et

e By the soundness of the protocol comEq, there exists an extractor that ex-
tracts aq,- - ,a, such that Vi,,(s) = Z apvr(s),C; = g“h". ay, -+ a,

k€lcom
are different from the coefficients ¢; of the polynomial V,,,, extracted by the

d-PKE extractor.

If none of the above cases hold, then V(z), W(z),Y (z) are a QAP solution,
with input consistent with commitments C;.

Case 1 t(z) does not divide p(z) = V(z)W (z) — Y (z). Let (z —r) be a polynomial
that divides ¢(z) but not p(x), and let T(x) = t(z)/(x — r). Let d(z) =
ged(t(z), p(x)). t(x) has degree at most d and p(z) has degree at most 2d. B
can use the extended Euclidean algorithm to find polynomials a(x), b(z) with
degrees 2d — 1 and d — 1 respectively, such that a(z)t(z) + b(x)p(z) = d(x).
Now set A(x) = a(z) - (T'(z)/d(z)) and B(z) = b(z) - (T'(x)/d(z)). A(z)
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and B(x) do not have any denominator since d(x) divides T'(z). We have,
A(z)t(x) + B(z)p(z) = T'(x). Dividing by t(x) we have, A(x)+ B(z)H (z) =

( 7 A(x) and B(z) have degree at most 2d — 1 < g; hence, B can use
r—r

the terms in its challenge to compute e(g4®), §)e(g%®), 1) = e(g, §)V/¢~)
which solves the 2¢-SDH.

Case 2 There does not exist {cx }rer, ., such that V,,;q4(z) = Z cxv(x), Winia(z) =
k€L i
Z crwy(x) and Yie(z) = Z cxyr(x). By Lemma 3.2.1, we have that
k€I mia k€L mia
20U By () (roa ™ok (2) + rea® ™ Dwy(z) + rya® @y (2)) has a non-
zero coefficient for the z9*! term with high probability. B can use gZmid =
g7 T Byoty (@) (T Vinia ()45 T Wonia(8)+5*DYnia(9) 6 subtract off all elements
of the form ¢¥ for j # ¢ + 1, and obtain ¢**"". This breaks the ¢-PDH as-
sumption.

Case 3 Similar to Case 2 with V,,,, polynomial, and using gZom.

Case 4 This breaks the binding property of the multi-commitment y, since we have

Y= Hielcom G = Hielwm G;', a; # ¢; for some @ € Lop,.

Zero-knowledge. We now show a simulator (S,Sim) such that S outputs
a simulated crs and trapdoor, and Sim outputs a simulated proof. S generates
crs in the same way and sets the trapdoor 7 to be 7 = (s, o, v, oy, 8,77). Sim,
given the trapdoor 7 picks polynomials v(z), w(x) at random such that ¢(x) divides
v(x)w(x). Tt sets h(z) to be the quotient polynomial. Now, it chooses polynomials
Veom (), Weom () at random, and sets vyq(z) = v(2) —vo(x) — Vi () — Veom (), and
Wiia(T) = w(x) —wo () — Wi () — Weom (7). Given these polynomials, and s, o, 3,y
from the trapdoor, Sim can compute the encodings of Vg = Umia(s), Veom =
Veom($), and other elements of the proof. Moreover, the simulated proof ele-
ments are statistically uniform, subject to the verification constraints. By the
zero-knowledge property of the protocol comEq, there exists a simulator that is
invoked by Sim to generate a simulated proof that is statistically indistinguishable
from 7,.

]

3.2.3 SNARK on committed input/output

We separate the circuit wires into private input, private output, intermedi-
ate values and private output. Let I., C {1,---,m} be the set of indices
corresponding to the private inputs zy,--- ,x,, and I, the indices for the pub-
lic input wires. Let I,,; be the set of indices corresponding to the outputs b;,
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and g = {1, ,m} \ Lpup U Leom U Ipue. Let C; be an algebraic commitment,
for example, Pedersen, to the ith input z;,C; = ¢*h™, and D;, commitment
to the outputs D; = g¢%hfti. The construction comlOSnark : PK{(xy,--- ,x,,
bi, - by, 1, T, Ry, 7Rn,) . f(a;l’...xmz) — (bl’..‘ 7bn,> AC; = gwihﬂ A
D; = g*h%} is given in Fig. 3.6.

Given C; = g%h™, for all i € [n], commitments to private inputs, D; = g*h%,
for all ¢ € [n/] ,commitments to private outputs, and public input z. Let g be a
generator of Gi, g a generator of Go, and e : G; x Gy — Gy, a non-trivial bilinear

map.

1. CRS generation:

e Choose 7y, Ty, Qy, Oy, Qty, S, B, £ F. Set ry = roruw,gv = 9", 9w =
9" 9w =99y = 9"
e Set the CRS to be:
crs = ({925 Y ke ooms L9 re Loues L9 e 1 {755 Y Leom
{595 Y e Lo LT e L {gy* R T {gy’“(s Y€ Tout>
{99 ke ,a 198 ke Lo 95 Yo {95 e i

{gawwk(s }kelcovrm {gawwk }k‘eloutﬂ {ggwwk(s }kelmzd7 {gayyk S)}kelcom7
{95 et {00 Yretialg™ Vieta {90 g0 O g e

{ggvk(S)ggwk(S)ggyk 8)}%[0““{95% ggwk( )ggyk Yrer )

e Set the short verification CRS to be:

shortcrs = (9,3, 3", g**, 3%, 3", %, 577, t(s)

{gir® }kefpub,{gw >}ke[,,u,,,{gyk< Ykelpun)
2. Prove. On input z, witness z1,--- ,Zn, b1, -, by, and crs, the prover eval-

uates the QAP to obtain {a;}icp,. (Equivalently, evaluates the circuit to
obtain the values on the circuit wires). The prover solves for the quotient

polynomial h such that p(x) = h(x)t(z). Let veom(xz) = Z apvk(x),
k€lcom
Umad(T) = Z arVE(x), vour(T) = Z a,vk(x) and similarly define weopm (),
ke]mid kfe]out

wmid(x)v wout(x)a ycom(x)v ymzd(x) and yout($)-
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e The prover computes the proof :

(g;‘jcom(s) , g;‘jmzd(s) , g;ljout(s) , gﬁcom(s) , g;‘fjmzd(s) ~Wout (5) , ggcom(s) ,

rJw
(5) out(s) "‘h(S) Oévvcom(s)’ggvvmid(s)’ggvvout(s)’ ggwaOM(S)y

gy, gret Y gmn gy
gzt)ww,»,“'d(S)’g’l(jé]wwout(s)’g:z’l’yycom(5)’ggéyymicl(s)7 ;‘yyout(s)’
g’gvcom(s)ggwcom(s)ggycom(s), ggvmid(s)ggwmid(s)ggymid(s) ,
gngUt(S)gngUt(S)ggyout (5) )

e Prove input consistency with commitment. The prover uses sigma pro-
tocol comEq to compute proof m;,: PK{(x1, -+, xn, 71, ,rp) : Yy =
[, G ANCL=g"h™ AN--- ANCy, = g™ h™}, for G; = ggi(s),i € Iom,
&Ild Yy = ggcom(s).

e Prove output consistency with commitment. The prover uses sigma pro-
tocol comEq to compute proof oy PK{(b1, - by, R1,--- ,Ry) 1y =
Hlil Gbi AD; = gbthu A---ADy = gbn/hRn/}’ for Gj — g:})j(s)’j c

m—n'+1i
Vout (5)

Iout7 and Y= Ggv

3. Verify.

e On input shortcrs, y, and a proof 7, parse it as

Veom Vout zWeom zWmia 7zWout Yeom
Y ) Y

g mid gVout gWeom g gWeut, g¥eom,
gymid7gyout H \%

s g s g com s gvv'r;uld7 gvcfut , gWéom7
gVV'rlnid7 gWéut , ch/om7 ng/m'dv gYolut, chom, meial7 gZout)

™= (g

I Oyt (5)
e Divisibility check. Compute g,”**"" = [T1¢;

pub (ggk(s))“’“. Similarly, com-

Wpub (S)

pute G and ggp“b(s). Check that,

e(gy gy gleom gl mdg(vv;“t | §120(5) 5200 (5) g Woom Wi GWour )
t ~ b (s . 8
= e(gy(s) s gH)e(gZO(S)gi’/p b g;/comg;/mzdg;/out , g)

e Verify that the linear combinations are in correct spans.

(a) e(g¥eom,g) = e(g¥eom, gov)
(b) e(g¥mia, g) = e(g¥mia, gov)
(c) e(geu, ) = e(g", o)
(d) e(g"eom, §) = e(gw, g"eom)
(e) e(gWmia,g) = e(g™w, g"Vmit)
() e(g"eu,g) = e(go, g"ou)
(8) elgym.g) = e(g¥eom, §*)
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(h) 6(9@?’”%@) = e(gYmid,g%)
(i) elgy™.3) = e(g", %)

e Verify same coefficients in all linear combinations.
(a) e(gZeom, §7) = e(gVeom g¥eom §87)e(gP7, §Weorn)
(b) e(meid,@) = e(ngidem¢d7gﬂW)e(ng,ngid)
(c) e(gZout, ) = e(g outg¥out, 57 )e(g?7, gWout)

e Verify input consistency with commitment. Verify comEq proof m;;,. The

verifier computes G; = ggi(s),i € I.om, and sets y = g"eom from the proof
. The verifier checks that the proof m;, is a proof of knowledge of:
PK{(z1, - ,&n, 71, )ty =[GV ANCL = g"" RV A - ANCy, =
g*mhm}.

e Verify output consistency with commitment. Verify comEq proof mgy;.
The verifier computes G; = ngi(S),z’ € Iy, and sets y = gYou
from the proof mw. The verifier chegks that the proof gy, verifies.
PK{(b1, -+ by, Ry, ,Ry) 1y = [[\21 G% ., s AD1 = g"*hf Ao A
Dy = gbnlhRn,}'

Figure 3.6: The Protocol comlOSnark

3.2.4 Sigma protocols on committed outputs

In [CDS94], the authors devise an OR composition technique for sigma pro-
tocols. Essentially, a prover can efficiently show ((xzg € £)V (21 € L)), without
revealing which x; is in the language. We show how to use the OR composition
to construct a sigma protocol with committed output. In particular, given alge-

braic commitments to inputs x1,--- , z,, public yi,--- , ¥y, and an efficient sigma
protocol to prove that f(z1, -+ ,Zp, Y1, ,Ym) = 1, we show how to construct
an efficient sigma protocol to prove f(z1,- -+, Zp, Y1, ,Ym) = b, for a commit-

ted bit b. Let C; be a commitment to the ith input x;. PK{(b,zy,- -, z,) :
f(x:l? e 7I'I’L7y17 PP 7ym) — b/\ -Db — gth /\ Cz — gl‘zh’r‘l}

e The prover commits to the output bit b, Dy = g°h®

e The prover proves the following OR statement:

PK{(b, 21, ,xp) : (f(xl,--- T, YLy 5 Ym) = LAb=1A Dy = g"h"
N CZ :g‘“h”) V (bZO/\Db :gth)}
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Chapter 4

Applications of ZK for
Combination Statements!

In this chapter, we show how to use the techniques to combine garbled circuits
and SNARKSs with sigma protocols from Chapter 3 in applications. We focus on
anonymous credentials and proof of solvency as application examples, and begin
by discussing some necessary building blocks.

4.1 Building Blocks for Privacy-Preserving Sig-
nature Verification

We now look at anonymous credentials as an application for our zero-knowledge
proofs for combination statements. We use the constructions from Chapter 3 to
base credentials on standard signatures. We introduce three important building
blocks for our privacy-preserving signature verification protocols. Two of them can
be directly instantiated using our Fcom ¢ functionality introduced in Section 3.1,
while for the third one we provide a customized construction.

4.1.1 Proving that a committed value is the hash of an-
other committed value
Here, the goal is to commit to a message m and its hash #(m) and prove in

zero-knowledge that one committed value is the hash of the other. We define the
task in terms of the ideal functionality in Figure 4.1.

! This chapter is based on joint work with Melissa Chase and Payman Mohassel that appeared
in CRYPTO 2016 [CGM16], and joint work with Shashank Agrawal and Payman Mohassel that
is yet to be published [AGM17]. Some passages are taken verbatim from these sources.
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Figure 4.1: The ideal functionality Frash

e The verifier inputs Com(m), Com(M) and the prover inputs the opening infor-
mation (m, M) and the randomness.

e If H(m) = M and the openings to the commitments verify, output accept to
the verifier.

We now use the abstract functionality Fcom s from Figure 3.1 with a commit-
ment scheme Comy to instantiate a protocol that implements Fp.s,. Here, the
input is © = (m, M = H(m)) and the Com,, is defined as Com(z = (m,M)) =
(Com(m), Com(M)). Recall, one of our protocols (Section 3.1.4), required bitwise
commitments from the prover. To commit to bits of x, one can commit to bits of
m and M individually. Comy, inherits efficient proofs of linear relations from Com
as long as the proofs on m and M are performed separately. Given these, we show
in Figure 4.2 how to implement Fp.s, by defining the right function f for the ideal
functionality Feom, -

Figure 4.2: The Protocol Iz,

1. The prover commits to x = (m, M) by sending Comy(xz) = Com(m), Com(M)
to the verifier.

2. The prover and the verifier run Ilcom s where f is the following functionality:
f takes m and M as inputs and outputs v such that v =1 if H(m) = M and
0 otherwise.

Theorem 4.1.1. The protocol g.sn tn Figure 4.2 securely implements Frash,
given the ideal functionality Fcom,f, in the presence of malicious adversaries.

4.1.2 Proof of equality of committed values in different
groups

The goal is to prove that the value committed to in different prime groups of
size p and ¢ are the same. We define the task in terms of an ideal functionality,
defined in Figure 4.3. This can be achieved using standard techniques which involve
using the integer commitment scheme by Damgard and Fujisaki [DF02] to prove
properties about the discrete logarithms in Z (instead of modulo the order of the
group). This requires that the verifier choose an RSA modulus N such that the
factorization is unknown to the prover, and prove that it is chosen correctly in
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an initial set-up phase. The prover also has to compute exponentiations in an
RSA group where the exponents are |N| + x bits long. Since the group order
is hidden, chinese remaindering cannot be used to speed up the exponentiations,
and therefore the approach is fairly expensive. We give a protocol that avoids the
integer commitment technique.

Figure 4.3: The ideal functionality Fg,

e The verifier inputs Com,(z), Com,(y) and the prover inputs (z,y) and the
opening information. p and ¢ are public primes and ¢ < p.

e f0< 2 <p,0<y<px=y mod g, and the openings to the commitments
verify, output accept to the verifier.

In Figure 4.4, we use the ideal functionality Fcom,s from Figure 3.1 with a
commitment scheme Com,, to instantiate a protocol that implements Fp,. The
scheme is defined as Com,,(z) = (Com,(z),Com,(z)), where it is assumed that
Com,, and Com, allow for proving linear relationships among committed values.

Figure 4.4: The Protocol Ilg,

1. The prover commits to z and y by sending Comy(z), Comy(y) to the verifier.

2. The prover and the verifier run Ilcom s where f is the following functionality:
f takes x and checks that it is upper bounded by p and outputs v such that
v =1if z < p and 0 otherwise.

4.1.3 Proof of equality of discrete logarithm of a commit-
ted value and another committed value

Let G; = (G1) and Gy = (G3) be two groups of order p and g respectively
with ¢|(p — 1) and let ¢ € G, be an element of order ¢. Given y, = G H
and yy = G§H§2, we want to prove that the discrete logarithm w.r.t to base g
of the value committed to in y; is equal to the value committed to in y,. Let k
be a security parameter. Following standard notation, we denote the protocol by
PK{(z,Ry,Ry) : y1 = GY HF' Ay, = GEHF2}. The technique of our protocol
is similar to [Sta96], [CS97a], and is a variant of [MGGR13]. Our protocol is
only honest verifier zero-knowledge. This HVZK protocol can be compiled into
a full zero-knowledge proof of knowledge in the auxiliary string model using the
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technique of [Dam00]. The protocol PK{(z, Ry, Ry) : y1 = GY HF Nyy = GEHE?)
is given in Figure 4.5.

Figure 4.5: Double discrete logarithm proof

1.

Given y; = ngHlRl and yo = GEHI®

The prover computes the following 2k values: u; = G?aini and v; = G HJ!
for 1 <14 < k, for randomly chosen «;,~; € Z, and B; € Zjy, and sends u;, v; to
the verifier.

. The verifier chooses a random string c of length k as the challenge, and sends

it to the prover.

. For a challenge string ¢ = ¢; ... ¢k, compute and send the tuple (7, $;, ;)

If ¢; =0,
ri = o, 8; = Biti =

If C; = 1,

ri=a; —x (mod q),s; = i — Rig" (mod p),t; =~ — Ry (mod q)

Verification:

If ¢; = 0, check whether u; = Gﬁ’ri H}" and v; = G5 HY

If ¢; = 1, check if u; = yi’” Hj" and v; = nggiHéi. The verifier accepts if
Verification succeeds for all 7.

We will show that the protocol in Figure 4.5 is correct, has a soundness error
of 1/2% and is honest verifier zero knowledge.

Proof.

e Completeness:

If the prover and the verifier behave honestly, it is easy to see that verification
conditions hold:
If ¢, = 0:

'_r . a; . . t. . .
Gy Hy = G{" H{" = u; and Gy Hy = Gy Hy' = v

If C;, = 1:

o Hy = (G () B = G HY = g and

Gy HY = GSH Gy Hy = v,
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e Soundness: We show an extractor that computes z, Ry, Ry given two differ-
ent accepting views with same commitments but different challenge strings.
Say, we have two accepting views for challenges ¢ and ¢ # ¢. Without loss of
generality, let us assume that they differ in the jth position, and ¢; = 0. We
have,

T 5 a
— 97 S 597 7%
L p— @qj L Rg'i+5;
GY HY = Geo B
1 1 1 1
giﬂ — gr]-—'ﬁj

We can compute (in Z,),

ZE:TJ‘—’T‘]‘

We have,

and thus,

We also have o
oy = G HY = 3G H

rirpti o~y b+ Re
Gy Hy =G, "H,
and thus,

e Honest Verifier Zero Knowledge: We show a simulator such that the
output of the simulator is statistically indistinguishable from the transcript
of the protocol with a prover. The simulator on input ¢, randomly chooses
a; =1 € Ly, Bi = 8i € Lyp,7i =t; € Zy and computes for 1 <1 < k:

If C; = O,
u; = G H and v; = Gy HE

if C; = 1, . .
w =yy Hy" and v; = yo Gy Hy'
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4.2 Privacy-Preserving Signature Verification

4.2.1 RSA signatures

The FDH-RSA Scheme. The Full Domain Hash RSA signature scheme FDH =
(KeyGen, Sign, Verify) is defined as follows [BR93a]. The KeyGen algorithm on input
the security parameter k, selects two k/2-bit primes p and ¢ and computes the
modulus N = pq. It then chooses an exponent e € Z;( N and computes d such
that ed = 1 mod ¢(N). Return (pk,sk), where pk = (N,e) and sk = (N, d).
The signature generation and verification are as follows and use a hash function
H:{0,1} — Z§.

SignNyd(M) Verinyﬁ(M, o)

r=H(M) y=o0° mod N

o= mod N Yy =H(M)

return o if (y =v') then return 1;

else return 0;

4.2.1.1 Proof of Knowledge of RSA Signatures

Given Compy(m), a commitment to m in a group of order N, the following
protocol is a zero knowledge proof of knowledge of a valid RSA signature on m.

1. The prover has input (m, o) and the verifier is in possession of Comy(m) =
Cl = gmhrl

2. The prover commits to M = H(m), that is, M € Zy, compute Comy (M) =
Cy = gMh™, for randomly chosen ro € Z3. Send C, to the verifier and prove
knowledge of opening.

3. The prover and verifier engage in the protocol Il y,s, with inputs (m, M) and
(C4, Cy) respectively.

4. The prover proves knowledge of e-th root of a committed value [CS97a).
Given y = Oy = gMh", prover proves knowledge of o, such that, y = ¢° h".

(a) The prover computes the following tuple:

(yh R 7ye_1) where y; = ggihri

for randomly chosen r; € Zy, for i =1 to e — 1.
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(b) The prover and the verifier run the following proof of knowledge:
PK{(cv, (B1,--- . Be)) 191 = g°hP Ao =y h™ A - Ay =y b7}

When e is one greater than a power of 2, we can employ optimizations like
repeated squaring to prove knowledge of e-th root. Given y = ¢ h", for e = 2F +1,
step 4 in the verification protocol can be now be realized as follows:

1. The prover computes the following tuple:

o2t
(o, y1, -+, yk) where y; = g% h"
for randomly chosen r; € Zy, for i =1 to k.

2. The prover and the verifier run the following proof of knowledge:

PK{(avab'” 70%757B07'” 76k7R07"' 7Rk) :
Yo = 9N ANyr =y h™ Ay = gU R Ay = it b
Ayo = gO2hM - Ay = Yt TR Ay = gt R Ay = yth Py

It might be possible to improve the efficiency for some e’s by using addition chains
for the integer e. An addition chain for integer e is an ascending sequence 1 =
eg < €1 < ---e,. = e such that for each 7, 1 < ¢ < r, there is some j and k with
1 <j<k<iand e =e;+ e, The prover, now, would have to provide only the
y;’s for which ¢ is an element of the addition chain for e. The relations among the
y;’s will be sightly different, but can be proved in a similar way.

The above verification protocol can also be adapted to support variants of RSA-
based signatures, like the probabilistic signature scheme (PSS) from [BR96]. PSS
is a probabilistic generalization of FDH which uses two hash functions and more
complicated padding. We can instantiate protocol Ilcom ¢ with an f that verifies
the additional checks of PSS to achieve privacy preserving verification of a PSS
signature.

Proof of security. We sketch a proof that the above protocol is a zero-knowledge
proof of knowledge of an RSA signature on a committed message.

1. Completeness: By correctness of the protocol Ily,s,, we have that M =
H(m). We now show the completeness of the proof in step 4. We have
that the interactive protocol corresponding to PK{(«, (51, - ,0B)) : 11 =
GORPY Ny = yPRP2 A - Ny = y@ hPe} is a proof of knowledge of values
a, (1, , Be. It follows that,
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y= () W = (o (o) W) o) i

= g fpBeteBe 1t +atTl By
If the prover and the verifier behave honestly, the verifier accepts.

. Soundness: We show an extractor, that, given access to the prover, extracts
(m, o) such that Verifyy (m, o) = 1. The extractor invokes the simulator for
the corrupt prover of protocol Il to extract m and M. It then runs the
extractor corresponding to the proof in step 4b to extract a. By the security
of Il g,sn and the binding property of Com, it follows that a® mod N = M =
H(m).

. Zero-knowledge: We sketch a simulator that simulates the verifier’s view in
the protocol. The simulator commits to a random value on behalf of the
prover in step 2 by computing C}, = Com(M’). It sends C¥ to the verifier,
proves knowledge of opening and invokes the simulator for the corrupt verifier
of protocol Ig4e,. It then chooses yq, -+ ,y..1 € Zy at random, and runs
the simulator corresponding to the proof in step 4b. We can show that the
view of the verifier in the protocol is indistinguishable from the view with
the simulator via a sequence of intermediate games.

e Game Gj: This is the real game of the verifier with the honest prover.
e Game G;: This game is similar to Gy except in step 3, the simulator for
protocol Il g, is invoked instead of honestly running Il .sp-
Games Gy and G are indistinguishable by the security of Il ..
e Game Gy: This game is similar to game G; above except that in step 4b,

the simulator for the zero-knowledge proof is invoked instead of doing
the proof honestly.

Games G; and G, are indistinguishable by the zero-knowledge property
of the proof of knowledge.

e Game G3: This game is similar to game G, except that a random value
is committed to in step 2 instead of using the real input.

Games Gy and G are indistinguishable by the hiding property of the
commitment scheme Com. We also note that Gs is the interaction of
the corrupt verifier with the simulator.
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4.2.2 The DSA Scheme.

The Digital Signature Algorithm (DSA) is a variant of the Elgamal signature
scheme. The key generation, signature generation and verification algorithms are
given next. The KeyGen algorithm chooses two primes p and ¢ such that ¢ | p — 1.
Let g be an element of order ¢ in Z;. Tt then chooses z randomly from {1,---,q—1}.
The private key is set to be x and the public key is (g,p,q,y),y = ¢g° mod p.

Sign(m) Verify(m, (r, s))

M < H(m) M < H(m)

Pick a random k,1 < k < g w=s"1 mod ¢

r = (¢* mod p) mod ¢ u; = Mw mod ¢

s=k™Y (M +rx) mod q us = rw mod q

return (7, s) if » = (¢"y" mod p) mod q
then return,;
1 else return 0;

The ECDSA Scheme. ECDSA is the elliptic curve analogue of DSA. It works
in an elliptic curve group E(Z,). The ECDSA Key generation, signature and
verification algorithms are given below. The KeyGen algorithm chooses an elliptic
curve £ defined over Z, such that the number of points in E(Z,) is divisible by a
large prime n. Pick a point P € E(Z,) of order n. Let d € [1,n— 1] be a randomly
chosen integer. Set () = dP. The public key is (F, P,Q,n) and the private key is
d.

Sign(m) Verify(m, (1, s))

M < H(m) M < H(m)

Pick a random k € [1,n — 1] if r,s ¢ [1,n — 1] then return;
kP = (20, Yo) 0

r=x9 modn w=s"! modn
s=k Y (M +rd) modn uy = Mw mod n

return (7, s) us = Tw mod n

(z1,91) = i P+ uaQ
v==x; modn

if » = v then return 1;
else return 0;
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4.2.2.1 Proof of Knowledge of DSA Signatures

Let (r,s) be the DSA signature on m. Let G; = (G1) and G, = (G3) be two
distinct groups of order p and ¢ respectively where p and ¢ are the parameters
of the DSA signature algorithm. One technical difficulty is that we have to show
r in Gy and Gy is equal modulo ¢g. For that purpose, we use our protocol Ilg,
from Figure 4.4 to prove equality across groups. We also employ our protocol from
Figure 4.5 to prove equality of discrete logarithm of a committed value and another
committed value. We now describe the DSA verification protocol in detail. Given
a commitment to m, the following protocol is a zero-knowledge proof of knowledge
of a valid DSA signature on m.

1. The verifier is in possession of C; = Com,(m), and the prover has as input
message (m, (r,s)) and the opening information of C; to m.

2. The prover commits to M = H(m), that is, M € Z,, compute Cy = Com, (M)
Send C'y to the verifier and prove knowledge of opening.

3. Now the prover and verifier engage in the protocol Ilg,,, to prove that M =

H(m).

4. The prover commits to the signature (r, s) by sending Com,,(r) = (Com,(r),
Com,(r)) and Com,(s). The prover also commits to the following values:
up = H(m)s Huy = rs7Ha = g, 8 = y*2, where g is the generator of a
cyclic group of order ¢ in Z; used in DSA signing, and y is the DSA public
key. The prover sends Com,(u;), Comy(us), Com,(a), Com,(f3).

5. The prover and the verifier carry out the following >-protocol zero-knowledge
proofs of knowledge:

(a) PK{(u1, Ry, Ry) : Comy(a) = G HF' A Com,(uy) = GE*HF2}

(b) PK{(ug, Ry, Ry) : Com,(B) = GY"* H* A Com,(uy) = GE2HI2}

(c) PK{(r,, B, Ry, Ry, R3) : Com,(B) = GYH" A Com,(a) = GYHT2 A
Com,(r) = GYH® Ar = af}

(d) PK{(M,uy,s, Ry, Ry, R3) : Com,(M) = GY Hy* ACom,(uy) = Gy Hy? A
Comy(s) = G5H® A M = u;s}

(e) PK{(r,uy,s, Ry, Ry, R3) : Comy(r) = GHH;y™ A Com,(ug) = GY2H3> A
Comy(s) = G5HI™® A1 = ugs}

6. The prover and verifier engage in Ilg, with input Com,,,(r).
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Proof of security. We sketch a proof that the above protocol is a zero-knowledge
proof of knowledge of a DSA signature (r, s) on a committed message.

1. Completeness: The security of protocol Iy, ensures that M = H(m). By
completeness of the proofs of knowledge of step 5, we have that the privacy
preserving verification protocol between an honest prover and verifier will
make the verifier accept.

2. Proof of Knowledge: We show an extractor, that, given access to the prover,
extracts (m, (r, s)) such that Verify(m, (r,s)) = 1. The extractor invokes the
simulator for the corrupt prover of protocol Il to extract m and M and
the opening information for C}.

It then runs the extractor guaranteed by the proof of knowledge property of
the proofs in step 5 to extract uy,us, «, 3, s,r. Finally it returns (m, (r, s))
and the opening information. By security of Ilg4sp,, IIg, and the binding
property of the commitment scheme Com, it follows that r = ¢™* 'y"*"" and

M =H(m).

3. Zero-knowledge: We sketch a simulator that simulates the verifier’s view in
the protocol. The simulator commits to a random value on behalf of the
prover in step 2 by computing C} = Com(M’). It sends CY to the verifier,
proves knowledge of the opening and invokes the simulator for the corrupt
verifier of protocol Ily,s,. It then commits to random values in step 4, and
runs the simulator corresponding to the proofs of knowledge in step 5. Finally
in step 6, the simulator invokes the simulator for protocol IIg,. We can show
that the view of the verifier in the protocol is indistinguishable from the view
with the simulator via a sequence of intermediate games.

e Game Gj: This is the real game of the verifier with the honest prover.
e Game G;: This game is similar to Gy except in step 3, the simulator for
protocol I, is invoked instead of honestly running Il ..
Games Gy and G; are indistinguishable by the security of Ilg,gp.
e Game Go: This game is similar to game G; above except that in step 5,

the simulator for the zero-knowledge proof is invoked instead of doing
the proof honestly.

Games G; and G, are indistinguishable by the zero-knowledge property
of the proofs of knowledge.

e Game G3: This game is similar to game G5 except that the in step 6, the
simulator for protocol I, is invoked instead of honestly running Ilg,.
Games G, and G are indistinguishable by the security of Ilg,.
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e Game G;: This game is similar to game G3 except that random values
are committed to in steps 2 and 4 instead of using the real input and
real computed values.

Games G3 and G, are indistinguishable by the hiding property of the
commitment scheme Com. We also note that G, is the interaction of
the corrupt verifier with the simulator.

4.2.2.2 Proof of Knowledge of ECDSA Signatures

Let (r,s) be the ECDSA signature on m. Let G; = (G;) and Gy = (G3) be
two distinct groups of order p and n respectively where p is the order of the field
of the curve and n is the order of point P. Addition of elliptic curve points which
is the group operation requires arithmetic operations in the underlying finite field
Z,, of the curve E. We use a straight forward variant of the protocol in Fig. 4.5 to
prove statements about multiples of an elliptic curve point (elliptic curve analogue
of exponentiation) inside commitments.

1.

The verifier is in possession of C; = Com,(m) and the prover has as input
(m, o) and the opening of C to m.

. The prover commits to M = H(m), by computing Cy = Com, (M ). Send C

to the verifier and prove knowledge of opening.

The prover and verifier engage in the protocol I y,s, with inputs (m, M) and
(Cy, Cy) respectively.

The prover commits to the signature (7, s) and proves knowledge of an open-
ing. The prover sends Com,,(r) = (Com,(r), Com,(r)) and Com,(s). The
prover also commits to the following values: u; = H(m)s™ uy = rs~!, and
the co-ordinates of the points uy P = (o, o), u2Q = (B, By), where P is the
point of order n in E(Z,) used in ECDSA signing, and @ is the ECDSA public
key. The prover sends Com,,(u;), Com,,(u3), Com,(c),Com,(ay,), Com,(5,),

Com,(8y).

. The prover and the verifier carry out the following Y -protocol zero-knowledge

proofs of knowledge:
(a) PK{(u1, s, ay, Ri, Ry, R3) : Com,(a,) = G H' A
Com,(a,) = GSYH? A Com,,(uy) = GS*H® A (a, ) = uy P}
(b) PK{(ug, B, By, R, Ra, Rs) : Com,(B,) = G HI A
Com, (5,) = G H{™ A Com, (ua) = G5* H{* A\ (B, B,) = usQ}
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(c) PK{(r,aq,ay, B, By, Ri, Ra, Rs, Ry, R5) : Com,(B,) = G HF A
Com,(8,) = Gl HE= A Com, () = G§* HJ™® A Com,(ay,) =
GY"Hy™* A Comy(r) = GTH{™ Ar = ((aw, ay) + (B, 8,)),.}

(d) PK{(M,uy,s, Ry, Ry, Rs) : Com, (M) = GY HJ" A
Comy,(uy) = GY* HE2 A Com,,(s) = G5HI® A M = uys}

(e) PK{(r,us,s, Ry, Ry, Rs) : Com,(r) = GLHI* A Com,,(ug) = G&> Hy
A Comy,(s) = GSHE? A1 = uys}

6. The prover and verifier engage in Ilg, with input Com,,,(r).

The above protocol is a zero knowledge proof of knowledge of ECDSA signature,
the proofs for correctness, soundness and zero-knowledge are similar to the proofs
of the protocol for the DSA signature.

4.3 Secure computation on committed/signed
inputs

In the protocols described above, we have shown how to commit to a value
Com(x) and then use a GC-based ZK proof to prove non-algebraic statements
about x.

It is not hard to show that one can extend this approach, to a full-fledged secure
two-party computation (2PC) of any function g(x,y) where x is the committed
input of the prover. In particular, note that in the ZK proof, the prover feeds its
input z into the COTs in order to obtain its inputs keys to the GC of the ZK proof.
In order to extend this to a secure 2PC based on garbled circuits, we let the prover
play the role of the evaluator in a cut-and-choose 2PC based on garbled circuits,
and use the same COT as above for the prover to obtain the garbled inputs for x
in the 2PC. This would ensure that the same x that was used in the ZK proof is
also used in the 2PC, and the ZK proof already ensures that this is the same input
committed to in Com(z).

A subtle point here is that we need to open the sender’s input to the COTs
for the GC for the ZK but not for the GCs for the 2PC. This is supported by
the committing OT of [sS11] (also see the discussion on COTs in [MR13]). It is
interesting to explore the use of OT extension in such COTs where some sender
inputs are opened while others are not.

We emphasize that the GCs for the 2PC only garble the desired function g,
and hence the GC for the ZK proof is not part of any cut-and-choose. However,
we note that the above technique is currently limited to the evaluator’s input since
the OTs for evaluator’s input enable an almost-free check of equality of inputs in
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the 2PC and the ZK. Extending the ideas to both party’s inputs is an interesting
future direction.

This approach can be easily extended to prove other statements about x, such
as proof of knowledge of a signature on z (hence signed-input 2PC) either using
the techniques we give below in the case of RSA /DSA signatures, or using previous
techniques to give a proof of knowledge of a CL signature [CLO1].

4.4 Building Blocks for Privacy-Preserving
Proof of Solvency

In this section, we construct a proof for committing to ¢* where g is a generator
for an elliptic curve group, and proving knowledge of = such that Com(g*) = y for
a public y. Previous techniques for proving such statements are limited to integer
groups and are hence are not immediately applicable in applications like protocols
for Bitcoin which uses elliptic curve groups. We then use this construction along
with our technique to combine SNARKSs with sigma protocols from Section 3.2 to
build a privacy-preserving proof of solvency for Bitcoin.

4.4.1 Proof of Knowledge of Double Discrete Logarithm in
Elliptic Curve Groups

The goal is to prove the equality of a committed value and the discrete loga-
rithm of another committed value. When the commitments are in elliptic curve
groups, the known techniques for double discrete logarithm proofs will not work.
This is because a group element cannot be naturally interpreted as a field element,
as can be done in integer groups. Towards this end, we first describe a protocol to
prove that the sum of two elliptic curve points that are committed to, is another
public point on the curve.

Let E be a curve defined over F;. The point addition relation is defined by the
point addition equation specific to the curve. Consider the curve given by,

v =2 +ar+b (4.1)

a,b € ;. The curve used by Bitcoin sec256k1 is of the above family, for a = 0,b =
7. The point addition for the above curve is : Let P = (z1,v1),Q = (%2,12), P,Q €
E(F,), T = (x3,y3) = P + Q where,

2
Y2 —U
T3 = — X1 — X2
T2 — I

Y3




We can prove the above relations for committed z1, xs, y1, ¥y using known Sigma
protocol techniques. Since the point addition computation is over [F;, the commit-
ments to the coordinates have to be in a group of order ¢, which is not necessarily
the same as p, the order of the group F(F;). The Complex Multiplication (CM)
method maybe used to find elliptic curve groups of a specific order, which, however
might be inefficient for large orders. In the following, we give a protocol without
having to find a group of a given order.
We rewrite the point addition formula.

D3T3+ T30+ T Te+2ox2 4+ 25 a5+ 2y10 = Y3+ 200wy + 201 25+ 22 20w (4.2)

TolY3 + T3Yo + ToY1 = T1Y2 + T3Y1 + T1Y3 (4.3)

Let L, and R, denote the left-hand side, and right-hand side respectively of
equation 4.2, and L, and R,, of equation 4.3.

Lo (%1, Y1, T2, yo) = 35 + 327 + 125 + Tox] + 25 + 5 + 2y190

Ro(21,y1, 2, y2) = U3 + yi + 22720 + 23123 + 221393
Ly(xla Y1, T2, y2) = X2Y3 + T3Y2 + T2Y1
Ry(x1,y1, %2, 42) = 21y2 + T3y1 + T1Y3

We use sigma protocols to prove that L,, R, L, and R, satisfy the above re-
lations using committed intermediate values. Let GGy be an elliptic group of order
q such that ¢ > 2t3, and P’,(Q’, points in G5. We commit to the coordinates and
the intermediate values necessary for the proof in (G5, and since the largest inter-
mediate value in equations 4.2 and 4.3 is cubic, the choice of ¢ ensures there is no
reduction when the computation is modulo ¢. Since all computation on commit-
ted values will now be modulo ¢, and the addition equations are to be computed
modulo ¢, we use division with remainder. We prove equality of L, and R, modulo
q, divide them by t taking away multiples of ¢, and prove that the remainders are
equal. When used together with appropriate range proofs, we get equality modulo
t. There are several known techniques to achieve range proofs [CCs08, Bou00],
that is, to prove that z € [0, 5] for a public S and committed x. The protocol
pointAddition is given in Figure 4.6.

Given P = (Pz7Py)7Q = (szQy)aT = (Tvay)aPanT € E(F),C =
Com,(P;),Ca = Comy(P,),Cs = Comy(Qs),Cs = Comy(Qy), ¢ > 2t3, prove that
T=P+Q.
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1. Let LI(va-Py?vaQy) = kit + TlaRx(PmPyan,Qy) = kit +
TiaLy(PfL‘vpvavay) = th + r27Ry(PzaPvaxaQy) = két + r/27 fOI"

/ / / /
k‘l,kl,k‘Q,kQ < % and T1,71,72,Ty < L.

Compute and send commitments C4 = Comy(L;),Cs = Comy(R,),Cé =
Comq(Ly),C7 = Comq(Ry),Cg = Comq(kl),Cg = Comq(rl),Clo =
Comq(k:i),Cll = Comq(r’l),Clg = Comq(k‘g),Clg = Comq(rg),C14 =
Comy(k5), Ci5 = Comg(r5).

2. The prover proves that (P, P,),(Q,Qy) and (Ty,T,) satisfy the addition
equation for the x-coordinate.

T PK{(Px,Py,Qx,Qy,Lx,Rx) G = Comq(Px) ANCy = Comq(Py) ANCg =
Comy(Qz) N C4 = Comy(Qy) A Cqy = Comgy(Lz) A Cs = Comy(Ry) A Ly =
TyQ2 + TP} + P.Q% + Qo P2 + P2 + P} + 2Py AR, = Q; + P + 2P2Q. +
2P, Q3 + 2P, Q. T, }

3. The prover proves that (P, P,),(Qz, Qy) and (13,T),) satisfy the addition
equation for the y-coordinate.
o : PK{(Px,Py,QZ»,Qy,Ly,Ry) ag = Comq(Px) Naz = Comq(Py) NGy =
Comy(Qz) A C3 = Comy(Qy) N C¢ = Comy(Ly) A C; = Comy(Ry,) A L, =
Q2Ty + T:Qy + QuPy N Ry = P,Qy+ T, Py + P, Ty}

4. The prover proves the coordinates are in the correct range by giving the proof.

73 : PK{(Qz, Qy, Pz, Py) : Co = Comy(Qz) AC3 = Comy(Qy) Aaz = Comy(Py) A
az = Comy(Py) NQr <tANQy <tANP, <tANP, <t}

5. The prover proves L, and R, are equal modulo ¢, by dividing each side by ¢,
showing correct range for the quotients and the remainders, and proving the
remainders are equal.

Ty - PK{(LI,Rx,kl,ki,Tl,Ti) Gy = Comq(Lx) A Cs = Comq(Rx) A Cg =
Comq(kl) A Co = Cqu(’l“l) ACio = Comq(ki) ANCy1 = Comq(r’l) AL, = kit +
AR, =Kt+riAry <tAry <tANky <9ANkp<iAr—r]=0}

6. The prover proves L, and R, are equal modulo ¢, by dividing each side by t,
showing correct range for the quotients and the remainders, and proving the
remainders are equal.

5 PK{(Ly,Ry,kQ,k/Q,TQ,ré) : Cg = Comq(Ly) NCr = Comq(Ry) A Cio =
Comgy(ka) A Ciz3 = Comgy(ra) A Cig = Comg(kh) A Ci5 = Comgy(ry) A L, =
kot +ro ARy = kit + 15 Ao <t Arh <t ANka < I NK) < T Arg—1y =0}

Figure 4.6: pointAddition : PK{(P = (P,, P,),Q = (Q4,Qy)) : T = (1;,,T,) =
P+ QANCy =Comy(P,)NCy = Com,(P,) ANCsz =Comy(Q,) A Cy = Com,(Q,)}
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We show that the protocol pointAddition is honest verifier zero-knowledge, and

sound with a soundness error of 2%, where k is the length of the challenge.

e Honest verifier zero-knowledge. The simulator invokes the simulator for
the proofs my, o, w3, M4, w5. Zero-knowledge follows from the zero-knowledge
of these proofs.

e Soundness. We show an extractor that computes P = (P, P,),Q =
(Qz, Qy) such that T = P+Q), given two accepting transcripts for two differ-
ent challenge bits. Say, we have two accepting views for challenge bits ¢ and
¢ #c.

From the soundness of proofs 7,73, 4, we can extract Py, Py, Q,, @, such

that L, (P, Py, Qz, Q) and R, (Py, Py, Q., Q) satisfy the following.
L, =kit+r, mod q, R, =kjt+1r] mod q Now,

L, modt=((kit+r;) modgqg) modt
= (kit +71) (Since ¢ > t* k1 < q/t,r1 <)
=r; modt ( Sincer; <t)
=7} modt (Sincer;=r; modgq,r <t)
=R, mod¢ ( Since k] < q/t, 7} <1)

Similarly, from soundness of my, w3, 15 we get, L, = R, mod t

We note that the above protocol may be modified to prove point addition for a
committed point 7" in the following way. The proofs 7m; and 7wy are on committed
coordinates (7}, T,), and the range proof 73 also includes proving the range of
coordinates of 7. We denote the point addition protocol on all committed points
PK{(P = (P, P,),Q = (Qu; Qy), T = (T2, T,)) : T = P+QANCy = Com(P)ACy =
Com(Q) A C3 = Com(T)} by comPointAddition.

We now construct a protocol to prove the equality of a committed value and
the discrete logarithm of another committed value using the point addition proof.
The double discrete logarithm proof is given in Figure 4.7.

Theorem 4.4.1. Let E(F,) be an elliptic curve given by equation 4.1, and P € E
be an element of prime order p. Then, ec-ddlog is a X-protocol for the relation

R={(P,(\h)):h=AP,0 <\ < p}.

Proof. We will show that the protocol ec-ddlog is honest verifier zero-knowledge,

and sound with a soundness error of 2%, where k is the length of the challenge.
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Given C; = Com,(A), Co = Com,(z), C3 = Com,(y), for ¢ > 2t3, prove that
(z,y) = AP, where P € F is an element of prime order p, 0 < A < p, P, Q’, points
in Gy of order gq.

1. The prover computes the following values: a; = Comy,(a) = aP + £1Q, a2 =
Comy(y1) = MmP + f2Q',a3 = Comy(y2) = 2P + B3Q" where o € F,, and
(71,72) = aP.

and sends aq, asg, ag to the verifier.
2. The verifier chooses a random challenge bit ¢ and sends it to the prover.
3. For challenge c,
e If ¢ = 0, compute 21 = @, 29 = P1,23 = 9,24 = (3. Send the tuple

(zla 224 23, 24)
o If c =1, compute 21 = a — \. Let T'= 21 P = (t1,t2). The prover uses
pointAddition (Figure 4.6) to prove that 7' = (y1,72) — (z,y).
. PK{(Q’,?y?’Yl?fYQ) T = (’71772) - (xﬂy)} Send (Zlaﬂ-)
4. Verification:
Compute (t1,t2) = z1P. If ¢ = 0, check if a1 = 1P + 22Q,a2 = t1P' +
23Q', a3 = to P’ + 24Q".

If ¢ = 1, Verify proof .

Figure 4.7: ec-ddlog : PK{(X, z,y,r,71,72) : Com,(A) = AP 4+ rQ A Com,(z) =
P +1rQ" A Comy(y) = yP' + Q' N (z,y) = AP}
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e Honest verifier zero-knowledge. We can construct a simulator such that
the output of the simulator is statistically indistinguishable from the tran-
script of the protocol with a prover. On input a bit ¢, the simulator does the
following: if ¢ = 0, the simulator randomly chooses 21, 20 € Z,, 23,24 € Z,,
and computes a; = 2P + 2Q,a2 = P + 23Q",a3 = 1P + 2,Q" for
(71,72) = z1P. Tt is easy to see that the output of the simulator is dis-
tributed identically with the distribution of the protocol transcript. If ¢ = 1,
the simulator randomly chooses z; € Z; and invokes the simulator for the
proof pointAddition. Zero-knowledge follows from the zero-knowledge of the
proof .

e Soundness. We show an extractor that computes \, z, y given two accepting
transcripts for two different challenge bits. Say, we have two accepting views
for challenge bits ¢ and ¢ # ¢. We have,

A=z —2% modt

From the soundness of proofs m, we can extract z,y,71,72 such that

L,(z,y,m,7%) = Re(z,y,,7), and Ly(z,y,7,7) = Ry(z,y,7, 7). Thus,
T = (n,7%) — (x,y) = 51 P — AP. Thus AP = (z,y).

[]

4.5 Proof of Solvency

In this section, we show how to use our constructions for proving composite
statements in zero-knowledge to build a privacy-preserving proof of solvency for
Bitcoin exchanges. A proof of solvency demonstrates that an exchange controls
sufficient reserves to settle each customer’s account. If the exchange loses a large
amount of money in an attack, it would not be able to provide such a proof. Thus
customers will find out about the attack very soon and take necessary actions. We
use our SNARK on committed input and output constructions from Section 3.2,
and the double discrete logarithm proof in elliptic curve groups from Figure 4.7, to
prove a combination statement that is necessary for a proof of solvency for Bitcoin.

4.5.1 Proof of assets

We give the proof of assets in Figure 4.8, which allows an exchange to generate a
commitment to its total assets along with a zero-knowledge proof that the exchange
knows the private keys for a set of Bitcoin addresses whose total value is equal to
the committed value. ¢ is a fixed public generator of a group of order ¢. For a
bitcoin public key y, z € Z, is the corresponding secret key such that y = ¢°.
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We assume that the bitcoin addresses available are the hashes of the public keys.
h = H(y) is the bitcoin address corresponding to the key y. We denote the balance
associated with an address h by bal(h). The exchange creates a set of public keys
PK to serve as an anonymity set.

PK:{yla 7yn}gG

Let xy,- - ,z, be the corresponding secret keys, so that h; = H(¢g"). s; € {0,1}
indicates whether the corresponding public key in the set is controlled by the
exchange. The total assets can now be expressed as:

n

Assets = Z s; - bal(h;)

=1

The public data available from the blockchain: h; = H(y;),p; = g*® ).

4.5.2 Proof of liabilities

The proof of liabilities given in Figure 4.9, has the exchange commit to its
total liability, and in addition, convince all its customers of the inclusion of their
balances in the commitment. Consider the mapping of real customers to entries on
a liability list. Each real customer should have an entry in the list and no distinct
customers is given the same entry. To ensure an injective mapping, customers are
provided with an identifier, and in step (d), each customer commits to the unique
information user; (which could potentially include username, email address, or
account number). The commitment is binding, preventing the exchange from
opening a CID to distinct data for different users. It is also hiding, preventing an
adversary who knows the user; of a potential customer from determining if that
customer is in the Liability List. Since we only need hiding and binding and not
additive homomorphism, we use a hash-based commitment scheme. We do not
require the mapping to be surjective: The exchange can always add fake users
to the list, but we need to ensure that doing so can only increase the exchange’s
apparent liabilities. By including fake users with a zero (or tiny) balance, the
exchange can obscure the total number of customers it truly has. However, we need
to ensure that any included users can only add to the exchanges total liabilities.
That is, the exchange should not be able include a negative balance to try to
decrease its apparent liabilities. The requirement, therefore, is that when added
together, the sum will never exceed the order of the group. This is enforced in the
protocol by having the exchange give a proof that each committed balance is in
an interval between 0 and Max = 25'. While the Provisions, the proof of solvency
proposed in [DBBT15] achieves this range proof by using bitwise commitments
(which contributes to the bulk of the proof size), our comInSnark protocol for zk-
SNARK on committed input allows us to use a circuit to check the range instead.
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Figure 4.8: Proof of assets

e Commitments: For i € [1,n], commit to z; and y; by publishing a; =
gihi, Bi = gUh%.

e The prover commits to the balance in each address for the public keys
he controls and to 0 otherwise, by publishing u; = gl pri = p¥ipre,
s; € {0,1}, s; = 1 when the prover knows x; such that y; = g”.

e Let f; be defined as follows:

1 ifH(y)=h
0 otherwise

fl(y7 h) = {

Let f5 be defined as:

fao) = {1 ity =g

0 otherwise

The prover uses the protocol ec-ddlog for fo, SNARK on committed input
and output comlOSnark for f; and the OR composition to prove the
following, for each i:

7 o PRK{(ys, i, 56,73, 04,b;) (= g%ih% A B = g¥%hb A folag,y) =
si A FL(ys, he) = 55 Aug = gt hIpTi A sy = 1)V (s, = 0)}

e Compute and publish Zasers = [ [ ws

5




Figure 4.9: Proof of liabilities

(a)

(e)

(f)

Let C' be a circuit that takes as input m bit integers z,---,x, and
outputs 1 if x; < Max for all 7 and 0 otherwise.

The prover commits to each customer C;’s balance z; by publishing ¢; =
gxi hri

The prover gives a SNARK on committed input that z; < Max for
all customers. The prover uses comInSnark to give a ZK proof 7 that
C(xy, -+ ,x,) = 1given ¢;. PK{(z,7;) : C(x1,--+ ,2,) = 1Ac; = g™ h"i}.

The prover computes a customer identifier for each customer by choosing
a random nonce and computing

CID; = H(user;||n;)

where n; € {0,1}°'2) user; is the ith customer’s username, and H is a
collision resistant hash function.

Publish the liabilities list of all customers’ tuples.

ListLiab = (CIDy, -+, CIDyy, c1, <+ , )

Each client is privately given (r;, n;)

(a) The client computes CID and verifies inclusion in the liabilities list.

(b) The client checks its own balance is included by computing ¢; =
balance; },7;
g Zh 1

(c) Verifies the proof
(d) Each client computes Zriqs = [, ¢
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Figure 4.10: Proof of solvency

1. The exchange uses the proof of assets in Figure 4.8 and generates a com-
mitment to its total assets Z assets.

2. The exchange uses the proof of liabilities in Figure 4.9 to generate a
commitment to its total liabilities 7,4, and a list of its liabilities, ListLiab.

3. The exchange gives a proof 7 : PK{(R) : Z = hf*}, where Z = Zaqsets -
2 Liat

4.5.3 Privacy-preserving proof of solvency

We assume that each customer checks the liability list published by the ex-
change as part of the proof of liabilities to verify the inclusion of their customer
CID and the correctness of committed balance. Thus, in step (f), the customers
need to perform step (f)b. Steps (f)c and (f)d, on the other hand maybe per-
formed by an auditor on behalf of the customers. Given the proofs in Figures 4.8
and 4.9, the proof of solvency involves the exchange proving that Z agsers—riap 1S a
commitment to 0. The proof of solvency is given in Figure 4.10.

As suggested in Provisions, the case where the exchange is actually running
a surplus, and the total assets are greater than total liabilities, can be handled
with a simple modification: the exchange can create a commitment to its surplus,
and apply the same range proof used for customer balances to prove that this is
a small positive number. It then replaces the final step in Figure 4.10 to Z =
Z Assets * ZL’Z%lb . Z;u%“plus' The exchange could also move its surplus into a separate
address and not include it in the addresses used in its proof of assets, or include
the value of the surplus in a number of fake customers’ accounts if it is desirable
to hide even the existence of any surplus.
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Chapter 5

Hashing Garbled Circuits for Free
1

In this chapter, we present a definition for hash security of garbled circuits,
present constructions that satisfy our definition and show applications to zero-
knowledge and general secure two-party computation. We begin this chapter with
a high-level technical overview of our approach, then present our Free Hash con-
struction.

5.1 Overview

We take advantage of the observation that the input to the hash is a garbled
circuit GC, which must be evaluatable using the garbled circuit Eval function. We
will not require standard hash collision resilience of GC strings, achieving which is
very costly relative to the cost of GC generation. Instead, we guarantee that if an
adversary can find another string GC that matches the hash of a correctly garbled
GC, then with high probability, the garbled circuit property of GC is broken and
its evaluation will fail.

We present our intuition iteratively; we start with a naive efficient approach,
which we then refine and arrive at a secure hashed garbling. Recall, we start with
a correctly generated GC GC with the set of output decoding labels d. The adver-
sary’s goal is to generate a circuit GC with the same hash as GC, and which will not
fail evaluation/decoding given the same output labels d. This hash guarantee is
sufficient for certain GC-based SFE protocols. A syntactic difference with [GMSO08]
C&C hashing is that verification of Free Hash involves GC evaluation, and is only

IThis chapter is primarily based on joint work with Xiong Fan and Vladimir Kolesnikov,
that appeared in Eurocrypt 2017 [FGK17]. Certain passages have been taken from this source
verbatim.

78



possible once input labels are received (e.g., after OT of input labels). More im-
portantly, Free Hash, as applied to C&C, provides a security guarantee subtly
distinct from collision-resistance. Hence, drop-in replacement of [GMS08] C&C
hashing with Free Hash may not be always possible, and in general should be done
by hand and original proofs re-checked. See Section 5.2.4 for additional discussion.

We present the intuition for the classical four-row GC; we use similar ideas to
achieve half-gates GC hashing as well. We present and prove secure both Free
Hash constructions.

The first Free Hash idea is to simply set the hash of the garbled circuit to be
the XOR of all garbled table (GT) rows of GC. This is clearly problematic, since
a cheating garbler A can mount, for example, the following attack. A will set one
GT entry to be the encryption of the wrong wire label. This affects the XOR, hash
as follows H(GC) = H(GC)®A. Now suppose the garbler knows (or guesses) which
GT entry anywhere in GC will not be used in evaluation (inactive GT row). Now
A simply replaces the inactive GT row X with value X ® A. This will restore the
hash to the desired value, and since this entry will not be used in the evaluation,
the garbler will not be caught.

The following refinement of this approach counters the above attack: we make
the gate’s output wire key depend (in an efficient manner) on all GT rows of that
gate. The idea is that XOR hash correction, such as above, will necessarily involve
modification to an active GT row, which will affect the computed wire key on that
gate. Importantly, because wire keys and GT rows are related via a random (albeit
known) function, a GT row offset by A (needed to “fix” the hash) will result in
effectively randomizing the output wire label of the gate. Because a non-failing
evaluation requires output wire labels to be consistent with the fixed decoding
information d, A will now be stuck.

We attempt this by starting with a secure garbling scheme G, and modifying the
way the wire labels are defined, as follows. The two wire labels w{, w; associated
with gate G;’s output wire will now be treated as temporary labels. A label I/Vl-j
of the new scheme will be obtained from the w? simply by XORing it with all the
GT rows of G;.

This is not quite sufficient, as it still allows the attacker to modify a GT row
and then correct it within the same gate table. This is possible since a “fix” for
the hash does not disrupt the validity of the wire label, as both the hash and the
new wire label are defined in the same manner (as XOR of all the GT rows of
G;). Our final idea, is to use the GT rows as XOR pads in a different manner for
computing the GC hash and for offsetting the wire values. This way, the fix for the
hash w.h.p. will not simultaneously keep the wire label valid. We achieve this by
malleating G'T rows prior to using them as XOR pads in wire value computation.

It is not hard to show that the above changes preserve the privacy and authen-
ticity properties of the garbling scheme.
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We summarize the intuition for the hash security of the above construction.
Consider a GC # GC that collides under the above hash. Then, the evaluation of
GC will deviate from that of GC w.r.t. some wire label. Importantly, GC evaluation
can subsequently either return to a valid wire label or to a correct running hash,
but not both. Thus, evaluation of GC using encoding information € cannot go back
to both the wire label and the hash being correct.

A formalization of what precisely the GC description string GC includes is
often natural and hence is usually omitted from discussion. In our setting this an
important aspect, as we focus on the collision resilience-related properties of GC
strings, as well as on minimizing the size of GC and its computation time.

Firstly, we remind the reader that in the BHR [BHR12] notation the function
Gb outputs the garbling function F. Since it is problematic to operate on functions,
BHR regards Gb as operating on strings representing and defining the correspond-
ing functions. In our notation, Gb outputs GC, which we treat as a string defining
the evaluation process as well.

Clearly, GC will contain a set of garbled tables; the question is how to treat
the circuit topology, i.e. exactly how to describe/define how Eval should process
GC. One choice is to treat the plaintext circuit/topology as a part of GC. Because
we focus on size/computation, this approach would cause some waste. Indeed, in
most scenarios, the circuit and topology is known to both players, and hence could
be implicit in GC.

Instead, we opt to consider the circuit description, including the locations of
the free XOR gates as an externally generated string. This is certainly the case
in SFE where the evaluated function is known to both players, and players can a
priori adopt a convention on how to map the GC garbled gates to the circuit gates,
hence defining the evaluation process. In Private Function Evaluation (PFE),
which is the case in our certified function evaluation scenario (see Section 1.3.2),
the evaluated function is not known to the evaluator. In this case, we still treat
the topology/evaluation instructions as external to GC and assume that they are
correctly delivered to the evaluator. We note that in the certified function case, this
can be naturally achieved by the CA signing the topology with a unique identifier,
and including this identifier with GC and the hash of GC.

Our Assumptions. Our work optimizes high-performance primitives, and it is
important to be clear on the assumptions we require of them so as to properly
compare to related work.

We use the same primitives, and nearly identical constructions as JustGar-
ble [BHKR13] and half-gates [ZRE15]. As a result, privacy and authenticity prop-
erties of our schemes hold under the same assumptions as [BHKR13, ZRE15],
namely that the key derivation function used in garbling is a Davies-Meyer (DM)
construction in the random-permutation model (RPM). While [BHKR13] proves
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the security of their construction in the RPM directly, [ZRE15] abstracts the DM
security property as a variant of correlation-robust function. To achieve hash se-
curity, we need to assume collision resistance of DM. We give the definition of a
collision resistant hash function below.

Collision-resistant hash function. A hash function family H is a collection
of functions, where each H € H is a mapping from {0,1}"™ to {0,1}", such that
m > n and m,n are polynomials in security parameter x. An instance H € H can
be described by a key which is publicly known. We say a hash function family H
is collision-resistant if for any PPT adversary A

Pr (x L2 NH(z) = H(z') : (z,2)) < A(H), H & H) — negl(x)

Cipher Instantiation. We instantiate the key derivation function (KDF) calls
as do [BHKR13, ZRE15], with the Davies-Meyer construction. Namely, the input
X to KDF H(X,1) are the 128-bit long wire keys, and i is an internal integer that
simply increments per hash function call. We set H,(X,i) = n(K) & K, where
K =2X @i (m is assumed to be an ideal cipher, instantiated with 128-bit AES
with randomly chosen key).

Ideal cipher model. The Ideal Cipher Model (ICM) is an idealized model of
computation, similar to the random oracle model (ROM) [BR93b]. In the ICM,
one has a publicly accessible random block cipher (or ideal cipher). This is a block
cipher with a k-bit key and a m-bit input/output, that is chosen uniformly at
random among all block ciphers of this form; this is equivalent to having a family
of 2¥ independent random permutations. All parties including the adversary can

make both encryption and decryption queries to the ideal block cipher, for any
given key. The ICM is shown to be equivalent to ROM [CPS08, HKT11].

Hash Security Parameters. We use k = 128-bit security parameter, which
is standard for encryption and GCs. However, 128-bit hash domain is often seen
as insufficient. This is because of the birthday attack, which provides time-space
tradeoff for an attacker. Specifically, a collision-finding attacker can precompute
and store a square-root number of hash images. Then by birthday paradox, a
random collision will be found among these images with significant probability.
This attack requires 254 hash computations and efficiently accessible storage for
264 hash values. We argue that 128-bit hash security is nevertheless acceptable in
SFE, if used carefully. Importantly, hash checks in two party computation have an
online property, meaning that we can set up the system such that preprocessing
or post-processing will not aid the attacker. Indeed, consider the SFE scenario
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and the following solution. In the existing fixed-key cipher-based protocols it is
specified that the fixed key is chosen at random prior to GC generation. We can
simply explicitly require that both players contribute to key generation, and that
the selected key will be the one defining the fixed-key permutation used in GC.
This will render any precomputation useless. Post-computation, while a threat to
the privacy and, perhaps, authenticity of GC, is not helping the attacker, since
the GC evaluator decision to accept or reject reached during the execution, is
irrevocable. GC evaluator can set a generous time limit (e.g. several seconds or
even minutes) after which it will abort the execution.

5.1.1 Related Work

To our knowledge, there is no prior work specifically addressing hashing of
GCs. At the same time, significant research effort has been expended on optimiz-
ing core GC performance. Work includes algorithmic GC improvements, such as
Free XOR [KS08a], FleXOR [KMR14], half-gates [ZRE15], as well as optimizing
underlying primitives, such as JustGarble [BHKR13]. Our work complements the
existing GC improvement work.

Of course, the natural GC hashing approach works: just hash the generated
GC. The problem with this is, of course, its cost. Relative cost of fixed-key cipher
garbling and hashing are strongly architecture-dependent. They can be almost the
same (e.g., when both AES and SHA are implemented in hardware). In another
extreme, Intel’s white paper [GGO™] reports that AES-NI evaluation of 16-byte
blocks is 23x faster that that of SHA1 (35,965.9 vs 793, 718.7 KB/sec). In our ex-
periments reported in Section 5.2.4, we observed about 6x performance difference
between AES-NI and SHAT.

Improving on this, and motivated in part by the availability of fast hardware
AES implementations, there was a short series of works [BRS02, RS08b, RS08a,
BOSH], implementing a hash function with three fixed-key AES function calls.
A recent work of Rogaway and Steinberger [RS08a] constructs a class of linearly-
determined, permutation-based compression functions {0, 1}™" — {0, 1} making
k calls to the different permutations 7; for i € [k], where they named their construc-
tion as LPmkr. The fastest construction LP362 (12.09 cycles per byte) [BOS11],
with 6 calls to fixed-key AES would cost about 6x of that of fast garbling. Davies-
Meyer-based hash construction [Win84] in the ideal cipher model considered in
literature is reported to have similar speeds [BOS11].

In comparison, our work eliminates the cost of hash whatsoever, while adding
no cost to garbling or GC evaluation.

C&C and uses of hashed GC. There is a long sequence of GC-based SFE
work, e.g. [Lin13, HKE13, Bral3, LR14, HKK"14, KM15], most of which uses
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some form of C&C or challenging the GC generator. Based on [GMS08|, these
works will benefit from our result, to varying degree. The exact performance
benefit will depend on where the Free Hash is used, the ratio of evaluated/test
circuits, as well as the computational /communication resources available to the
players. In Section 5.2.4, we calculate performance improvement in several C&C
protocols due to our GC hash, and in Section 5.3, we discuss the application of
Free Hash to zero-knowledge.

5.2 GC hashing scheme

In this section, we define our hashed garbled circuit scheme. We capture the
security guarantees we require from this new notion, and then present our construc-
tion that outputs a garbled circuit and its hash. Our garbled circuit construction
satisfies the properties of correctness, authenticity and privacy. We then show that
our construction is secure according to our hash security definition.

5.2.1 Hashed Garbled Circuit security

Recall, we want to define hash security of garbled circuits with the same topol-
ogy. We require that if the hash of such two garbled circuits collide, and one of
them verifies correctly, then with high probability the other garbled circuit will fail
evaluation. We now formalize this intuition in the definition below.

Definition 5.2.1. (Hash security) A garbling scheme G is hash-secure with respect
to a hash function H if for every boolean circuit C, input x and PPT adversary A,

De(Eval(GC, En(z,)),d) # L
. ceAGC GC,GC,e = { X7, X} }jeim
I | Topology(GC) = Topology(GC), : _ PPN ;
Ve(C,GC,d, e) = accept, e ={X7, X} }iem), d, h) — A(C, 1),
H(GC) = H(GC) = h)

15 negligible in K.

__ We point out that the decoding information d that results in failed decoding of
GC is the same decoding information with respect to which GC successfully verifies,
and this is essential to hash security. If we did not place this requirement, then
an adversary can change d to d which decodes any string that Eval on GC returns.
We note that in full generality it is not necessary to require A to generate a GC
passing the verification Ve of a specific circuit C. We can achieve that if an A
generates two unequal GCs with the same hash, at least one of them will always
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output L. However, the above definition 5.2.1 reflects the typical use of GCs, and
is sufficient for our construction.

In this work, we consider verifiable garbling schemes with hash security. That
is, G = (Gb, En, Eval,De, Ve, H). Because we apply our constructions to secure
computation, we will need schemes additionally satisfying the properties of cor-
rectness (cf. Definition 2.3.1) and privacy (cf. Definition 2.3.2). If needed, the
authenticity property of GC (cf. Definition 2.3.3) can be achieved as well.

5.2.2 Our Construction

We now formalize the intuition of Section 5.1 on how to generate a GC hash
for free when garbling. The full construction is presented in Figure 5.1; here we
provide additional intuition. Recall, in Section 5.1, we explained that after we
generated (temporary) GC tables, we need to XOR their GT entries into the GC
hash in one manner, and into the GC wire labels in another manner. In our
construction, we do so by bitwise shifting the GT entries C; prior to XORing them
into the wire labels.

We note that we use bit shifting because it is fast and easy to implement, but a
more general condition is sufficient for security of our scheme, which is as follows:
We set the wire labels of a gate output wire as a function of its temporary wire
labels and the entries of the garbled gate table. Consider functions f; such that, if

for some C; # @-, then,

Pr[@ fi(Ci) = EB fi(Cy)]

is negligible. As we will later see in the proof, this is the property that we use in
proving the hash security of our construction in proof of Theorem 5.2.4.

In presenting our construction, we adopt the approach used by [BHKR13] and
others, where the gates are garbled as H (w;||w;||r) & wy, where w; and w; are wire
labels on input wires, r is a nonce and wy, is a wire label on the output wire. H is
a key-derivation function modeled as a random oracle.

The scheme we present below follows the standard point-and-permute opti-
mization. This was introduced by Beaver, Micali and Rogaway in [BMR90], where
a select bit is appended to each wire label, such that the two labels on each wire
have opposite select bits. This association between select bits and the logical truth
values is random and kept secret. Now the garbled truth table can be arranged by
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these public select bits. The evaluator can select the correct ciphertext to decrypt
based on the select bit instead of trying all four. For each wire label w, its least
significant bit Isb(w) is reserved as a select bit that is used as in the point-and-
permute technique, and complementary wire labels have opposite select bits. For
the ith wire, define p; = Isb(w?). When using Free XOR, the global randomly
chosen offset R is such that Isb(R) = 1. Since w) & w} = R holds for each ¢ in the
circuit, we have that Isb(w) # Isb(w}).

To simplify presentation, in our constructions and notation we set the decoding
information simply to be the output wire labels. We note, this does not preserve the
authenticity property of GC. Authenticity can be easily achieved in our scheme, e.g.
by instead setting the decoding information to be the collision-resistant hashes of
the output labels. In more detail, let H be a collision-resistant hash function. The
output translation table for a wire will now be {H(w?), H(w;)}. Given a garbled
value w® on an output wire, it is possible to determine whether it corresponds to
the 0 or 1 key by computing H(w?) and checking whether it is equal to the first
or second value in the pair. However, given this output translation table, it is not
feasible to find the actual garbled values.

Let H : {0,1}* — {0,1}" be a function, satisfying properties discussed in
Section 5.1. For a function represented by a circuit C : {0,1}" — {0,1}"™, we use
Win, Wout to denote the input and output wires of f respectively, and Gjner for
intermediate gates. The Free Hash garbling scheme hG = (Gb, En, De, Eval, Ve, H)
is described in Figure 5.1.

e Gb(17,C): On input the security parameter x and a circuit C, choose R <
{0,13* 7|1 and set h = 0.

1. For each input wire W; € Wi, of the circuit C, set garbled labels in the following
way: Randomly choose K € {0,1}". Set K} = K? @ R. Set the garbled labels
for input wire W; as w; = (K?, K}).

2. For each intermediate gate G; : W, = ¢;(W,, W) of C in topological order:

(a) Parse the garbled input labels as w, = (K¢, K}) and w, = (K}, K}).
(b) If G; is an XOR gate, set garbled labels for the gate output wire W, as
K'=K'¢® K and K! = K ® R.
(c) If G; is an AND gate
— Choose temporary garbled labels for the gate output wire W, as T €
{0,1}", and set T} = TY @ R.
— Create G;’s garbled table: For each possible combination of G;’s in-

put values vg,v, € {0,1}, set 7 = H(K}*|K,)"|i) & Tgi(vare)

} Va,Vp
Sort entries 7° in the table by input pointers, and let the entries be

Ci1,Ci2,Ci3,C 4.
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— For d € {0,1}, compute:
pad;; =C§' @ CF 0 CF @ CF!
K)=T)® pad; ¢
Set the garbled labels for wire W, as
w, = (K°,K}), where K! = K'® R
— Define
pad; o =Ci1 ®Cipo® Ci36 Cig
h =h @ pad, 5
3. For each output wire W; € Woy of C, set d) = (0, K?) and d} = (1, K})

4. Output encoding information e, decoding information d, garbled circuit GC and
hash H(GC) as

e = {(K), K})Yw,ewn, d = {(d}, d}) }w,eWou> GC = {7¢ y Yapefo1} H(GC) = h
GieGinter

e En(x,e): On input encoding information e and input «, output encoding X =

e De(Y,d): On input the decoding information d and the garbled output of the
circuit Y = (Y1,...,Y),), for each output wire i of the circuit C, parse d as d =
{(0, K?), (1, K})}iepm)- Then, set y; = bif ¥; = KPand y; = LifY; ¢ {K?, K}}.
Output the result y = (y1, ..., ym) if Vi, y; # L. Else, output L.

e Eval(GC,X): On input the garbled circuit GC and garbled input X, for each gate
G; : We = gi(W,, W) with garbled inputs w, = K2, w, = K;*. If G; is an XOR
gate, compute wgiWevs) — Kl & K,*. If G; is an AND gate:

4 .
1. Let C1,Cs,C3,Cy be the table entries. Compute pad = €5 C:<".
i=1

2. Decode the temporary output value from garbled table entry 7% in position
(vas vp) s T = H(K | K" |i) @ 7',

3. Compute the garbled value as Wi Cave) — 79ivee) g nag.

e Ve(C,GC,d,e): Check that each gate in GC correctly encrypts the gate in C given
the encoding information e. If yes, then output accept, else output reject.

e H(GC): On input the garbled circuit GC, output h as the XOR of all ciphertexts,

h = @(Ci,l ©Cia®Ciz®Ciy)
gi

Figure 5.1: The Free Hash garbling scheme hG
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The construction in Figure 5.1 satisfies the properties of authenticity (cf. Defi-
nition 2.3.3), privacy (cf. Definition 2.3.2) and hash security (cf. Definition 5.2.1).
Our changes to the standard construction do not affect the other GC properties.
The proofs of privacy and authenticity closely follow the arguments of [BHKR13]
and [ZRE15], and use the weakened definition of circular correlation robustness of
a function H, in [ZRE15] (Definition 3 of [ZRE15]). We prove the hash security of
our construction below.

Hash security.  We now state and prove a technical lemma on which we rely for
proving hash security (Theorem 5.2.4). The lemma below captures the following

useful fact about GC and GC: a gate in GC whose pad;, (XOR hash of the gate
table) collides with that of the gate in GC will not be evaluated correctly (i.e. will
not produce a valid label on the output wire) if the gate table is different, or if
the input wire keys of the gate are different, or both. We say that a wire label,
obtained during evaluation on input x encoded using €, is valid if it is one of the two
possible wire labels for the same wire in GC. For presentation, we slightly abuse
notation, by writing ¢g; to mean both the gate and the garbled table corresponding
to the gate. It will be clear from context, which of the two is meant.

Definition 5.2.2. (Valid key) Let (GC,e,GC,e,d,h) be such that GC
GC, Topology(GC) = Topology(GC) H(GC) = H(GC) = h and Ve(GC,d,e) =
accept. An internal wire key Kb obtained on wire w; during Eval of GC is called

valid if K? € {K?, K!} where (K°, K}) are the wire keys corresponding to 0 and 1
on wire w; in GC.

Lemma 5.2.3. Let (GC,e, C-/]\C,E, d,h) <« A(1%) be such that GC #
GE,TopoIogy(GC) = Topology(é\C),H(G/]E) = H(GC) = h and Ve(GC,d,e) =
accept. Assuming pad;, = @M? evaluation of the garbled gate g; during Eval
results in a valid wire label for the output wire of the gate with probability negl(k)
in the following cases:

1. Input wire keys to gate g; are valid, and g; # g;.
2. At least one input wire key to gate g; is invalid and §; = g;.

3. At least one input wire key to gate g; is invalid, and g; # g;.

Proof Let 9 = = {C4,05,C5,Cy4} be the ith garbled table in GC and g; =
{C’l, C’g, Cg, 6’4} the ¢th garbled table in GC.

Case 1 Since g; # ¢;, w.lLo.g., let C # C’l. Since pad, , = p/a\dw, there must be
(at least) one j # 1 such that 6’; # Cj. Now, pad; , = pad, , gives,

C,iaC=C a0 (5.1)
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Let K = (I?a, I/(\'b) be the input wire key to gate g; in GC during Eval, which
by assumption is valid.
For the sake of contradiction, say, one of the ciphertexts, say, 6\1, in g; gives a

valid output wire key. Let T" be the intermediate key obtained by decrypting
C1. Now validity of output wire key implies T'® pad, ; = K € {K° K'}.

GVl =cYeCcf aR (5.2)

where R = T'@®© K®pad,  is a fixed value, and T' = H(I?Hz)@a Therefore, K
is valid only when both (5.1) and (5.2) hold. We now argue that this happens
with probability < 1/2*. By the assumption that Ve(GC,d,e) = accept,
C; and C; are random keys masked by the outputs of the function H. If,
therefore, a C; and C that satisfies (5.1), also satisfies (5. 2) then we can
find ry and r9 such that r1 @ 1o is 0 for some fixed § and 7S & 5~ collides
with the output of the function H on a fixed value. By collision resistance
of the function H, this happens only with probability < 1/2*.

Case 2 g; = §;. Bither K, & {K°, K!) or K, ¢ {K?, K}) or both, where (K?, K!)
and (K}, K}) are the wire keys corresponding to the input wires of g; in GC.
Let (K° K') be the wire keys of the output wire of g;.

For the sake of contradiction, say, one of the ciphertexts, say, C1, gives a valid
output wire key with K as the input wire keys. Let T" be the intermediate
key obtained by decrypting (. Now validity of output wire key implies
T @pad;; = K € {K° K'}. That is,

H(K|[i) & C, @ pad;; = K (5.3)

K is valid when (5.3) holds, and that happens with negligible probability
since we can find a r such that the output of H on r collides with a given
value only with probability < 1/2*.

Case 3 W.lo.g., let Cy # C,. Since pad; , = @7572, there must be (at least) one
J # 1 such that C; # Cj.

Either K, ¢ {K° K!) or K, ¢ {K? K}) or both, where (K?, K!) and
(KPK}) are the wire keys corresponding to the input wires of g; in GC.
(K° K') be the wire keys of the output wire of g;.

Now, pad, , = @zﬂ gives,

C,iaC=C a0 (5.4)
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Let K = ([?a, [?b) be the input wire key to gate g; in GC during Eval. Since
K is invalid by assumption, either K, ¢ {K?, K}) or K, & {K}?, K}) or both,
where (K?, K!) and (K7}, K}) are the wire keys corresponding to the input
wires of g; in GC. (K°, K') be the wire keys of the output wire of g;.

For the sake of contradiction, say, one of the ciphertexts, say, 6\1, in g; gives a

valid output wire key. Let T" be the intermediate key obtained by decrypting
Ci. Now validity of output wire key implies 7' & pad, ; = K € {K°, K'}.

GV el" =cYeCcf &R (5.5)

where R = T @& K @ pad,, and T' = H([A(Hz) & C. Therefore, K is valid
only when both (5.4) and (5.5) hold. We now argue that this happens with
probability < 1/2*. By the assumption that Ve(GC,d,e) = accept, C; and
C; are random keys masked by the outputs of the function H. If, therefore,
K, C; and 6’; satisfy (5.4) and (5.5), then we can find 7,7 and rs such that
the output of the function H on r collides with 7S @ r5* and ry @ ry is 6 for
some fixed §. By collision resistance of the function H, this happens with
probability at most 1/2*.

When there is more than one j # 1 such that 6’; # C; in cases (1) and (3) above,

we will have,
DTG - o0

J#1 J#1
<G <1 ,
e e =PHcTaocT eRr
A1 j#1
and the same arguments extend. O

Theorem 5.2.4. The Free Hash garbling scheme hG described in Figure 5.1 sat-
1sfies hash security as defined in Definition 5.2.1 assuming the collision-resistance

of H.

Proof. Given an adversary A who outputs (GC,e,éE,/e\, d,h) such that GC ##
GC,H(GC) = H(GC) = h, Ve(GC,d,e) = accept, we show that

Va;,Pr[EvaI(éE, En(z,e)) # L] = negl(k). Since GC # GC, they differ in at least
one garbled gate. Let g; be the first gate in topological order that differs in GC and
GC. When pad, , = pad, , for all g; # g;, by case (1) of Lemma 5.2.3, we have that
the output wire key for g; is invalid. Now, by inductively applying cases (2) and
(3) of Lemma 5.2.3, all wire keys from then on, in topological order of evaluation
remain invalid.
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Now, when pad, , # @i,% Eval on GC can return to a valid wire key for the

output wire of g; # g;. Let us denote by H, the running hash up until | gate g; in GC.
Since pad; , # pad, 5, we have H; # H;. By the assumption that H(GC) = H(GC),
there must be a gate g; # g; such that

A= @ (pad, , ® @w) —H, oM, (5.6)
i5padz‘,27é;;ai,2

We now argue that the output wire of g; is invalid. From an argument similar
to case (1) of Lemma 5.2.3 (since the input wire keys to g; are valid), (5.7) imposes
a constraint on the ciphertexts of g;. Thus the probability that output wire key is
valid is bounded by the probability of finding r; and r5 such that ry & ry is 9 for
some fixed § and 7S @ r5 collides with the output of the function H on a fixed
value. By collision resistance of the function H, this happens only with probability
<1/2M

By Lemma 523 and the union bound, we have  that,
Pr[De(Eval(GC,En(z,¢)),d) # L] < |C|¢*/2", where |C| is the number of
gates in the circuit, and ¢ is the number of queries to the function H that A is
allowed to make.

Since the input z that lead to the above wire labels was arbitrary, we have
that, given H(GC) = H(GC), GC # GC, Ve(GC, d, e) = accept,

Vz, Pr[De(Eval(GC, En(z,€)), d) # L] = negl(x)
O

As calculated in the proof, the probability of hash collision is bounded by
|Clq?/2%. See Section 5.1 for discussion on parameter choices.

5.2.3 Hashing in half-gates garbling scheme

The current state of the art for garbled circuit construction is the half-gates
scheme of Zahur et al. In the half-gates construction, two ciphertexts are used for
each AND gate and the construction is compatible with the free-XOR technique
[KS08a]. A half-gate is a garbled AND gate where one of the inputs to the gate
is known in clear to one of the parties. Consider an AND gate ¢ = a A b. Now
suppose the generator chooses a uniformly random bit r, and imagine we can have
the evaluator learn the value of r & b. We can write ¢ as

c=aNb=(aAT)B(aN(r&b))
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[ZRE15] show how to garble the first AND gate with a generator-half-gate where
the generator knows one of the values r, and the second AND gate with evaluator-
half-gate since the evaluator know r @ b. The full AND gate is garbled by taking
XOR of the two half-gates. Each garbled half-gate is one ciphertext, and with
free-XOR, the full AND gate is two ciphertexts.

Let GC' = (Gb',En’, D€', Eval’) be the algorithms of the half-gate garbling pro-
cedure in [ZRE15]. The algorithms for encoding and evaluation in our scheme
are the same; we only include the garbling and decoding algorithms, Gb and De.
We assume that the half-gate garbling scheme outputs wire labels corresponding
to both 0 and 1 on the output wires as the decoding information. Gb outputs a
garbled circuit, the encoding and decoding information and the hash of the garbled
circuit. De returns a decoded output or L if the garbled output is invalid.

e Gb(1%,C): On input security parameter x and a circuit C, run the half-gate gar-
bling algorithm (¢’,d’, GC') < Gb'(1%,C), where GC' = {7¢,, T, } gi€Giner» a0
d = {(dY,d})}w,ew,,- Set the encoding information e, decoding information

177

d, garbled circuit GC and hash H(GC) as

e=¢, d=d, GC=GC, H(GC)=P(re &7E,)
e En is defined to be En’ .
e Eval is defined to be Eval’.

e De(Y,d): On input the decoding information d and the garbled output of the
circuit Y = (Y1,...,Y,,), for each output wire i of the circuit C, parse d as
d = {dY,d}}icm)- Then, set y; = bif ¥; = d? and y; = L if Y; & {d,d}}.
Output the result y = (y1, ..., ym) if Vi,y; # L. Else, output L.

Figure 5.2: The Half-Gate Free Hash garbling scheme halfG

Note that in the construction of hashed garbling scheme for half-gates above,
the hash is the XOR of all the ciphertexts. Unlike our construction for general
garbled circuits (cf. Figure 5.1), we do not modify the wire keys. Since the garbled
circuit is the same as the original half-gates construction, we retain the privacy
and authenticity properties. To argue hash security, first observe that in the half-
gates scheme both ciphertexts in a garbled gate (one per half-gate) are decrypted
and used for output wire computation. Consider an attacker A which modifies a
gate table and changes one entry to decrypt to a wrong label. Then there must
be another modified entry to correct the hash, and both modified entries need to

91



decrypt correctly during evaluation to produce a valid label. Thus, in the half-
gate garbling, the intuition for hash security is similar to that of our original 4-row
construction. Namely, any modified gate will break the XOR hash. Further, any
gate table that brings back the hash to the correct value will result in an invalid
output wire label. We provide a proof sketch below.

Theorem 5.2.5. The Half-Gate Free Hash garbling scheme halfG described in Fig-
ure 5.2 satisfies hash security as defined in Definition 5.2.1 assuming the collision-
resistance of H.

Proof Sketch. Given an adversary A who outputs (GC,e, G\C,é\, d,h) such that
GC # GC,H(GC) = H(GC) = h, Ve(GC,d,e) = accept, we show that
‘v’x,Pr[Eval(G/]E,En(é\, z)) # L] = negl(k). Since GC # GC, they must differ in
at least one garbled gate, and let g; # g; be the first gate in topological order that
differs: ¢; = {7¢,,7r,} and g; = {7¢,, 7, }. Let H; be the running hash up until
gate g; in GC. We consider the following cases:

1. ’}/—[A\Z = H; where H; is the running hash until gate g; in GC. Now g; # g; and

‘H; = H; implies that both half-gates are modified since g; is the first gate
that differs from GC. That is,

TG, 7& ?Gi and TE; 7é ?Ez

Let (I?a, I/(\'b) be the input wire keys of g;. The output wire key of g; during
Eval is given by

~

K = H(K,) ® sa7e, ® H(K,) ® s(Fg, ® K,)

where s, and s, are select bits. The probability that K is valid is at most
1/2* by the collision resistance of function H. Now, by inductively using

argument similar to cases (2) and (3) of Lemma 5.2.3, the wire keys of GC
remain invalid.

2. g; # Gi, H; # H; and H(GC) = H(G/}E) implies there must be a gate g; # g;
such that

?Gj D ?Ej = ﬁl ®H; D (TGj D TEj) (5.8)

We now argue that the output wire of g; is invalid: (5.8) imposes a constraint
on the ciphertexts of g;. Thus the probability that output wire key is valid
is bounded by the probability of finding r; and ro such that r{ @ ry is ¢
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for some fixed 0 and r; and 75 collide with the outputs of function H. By
collision resistance of H, this happens with probability at most 1/2*. Again,
inductively all further wire keys of GC remain invalid.

By the union bound, we have that, Pr[De(Eval(éE, En(e,z)),d) # 1] <
|Clq?/2%, where |C| is the number of gates in the circuit, and ¢ is the number
of queries to the function H that A is allowed to make.

As calculated in the proof, the probability of hash collision is bounded by
|C|q?/2%. See Section 5.1 for discussion on parameter choices.

5.2.4 Performance and Impact

Cut-and-choose protocols using hG. As pointed out in [GMS08], an improve-
ment in communication complexity can be achieved by taking the following ap-
proach. To compute a garbled circuit, the garbler P, generates a random PRG
seed. Then the output of the pseudorandom generator is used as the random tape
for the garbling algorithm. In C&C, P; sends to P, only a collision-resistant (CR)
hash of each GC. In a later stage of the protocol, if a GC GC is chosen as a check
circuit and needs to be opened, P; simply sends the seed corresponding to that
circuit to P.

hG hash can be used in C&C similarly to standard CR hash of GC. In [GMS08],
P, commits via a collision resistant hash function to garbled circuits. These GCs
can be either good or cheating. Importantly, due to the CR property of the hash, a
malicious P; cannot change this designation at a later time. In using hG, P, has the
same choice: he can compute hG of either a good or a cheating GC. If he computed
and sent the hash h of a good garbled circuit GC, then i cannot be claimed to
match a cheating evaluation circuit GC, even if the XOR hash H(GC) = H(GC).
Indeed, w.h.p., evaluation of such a GC will fail and Py will abort, independently
of Py’s input. Similarly, if P; computed and sent the hash of a cheating circuit GC,
it cannot be later opened as a good check circuit GC.

We stress that we must be careful when P; is allowed to abort, so as to not allow
a selective failure attack. Specifically, a malicious P; could cause evaluation failure
by sending an invalid label on a specific input wire/value pair or by generating a
GC which produces an invalid label based on a value of an internal wire. Thus,
while it is OK for P to abort if it sees a GC which does not match the hG-hash, it
should not (necessarily) abort simply based on seeing a decoding failure. Instead,
this failure should be treated by the C&C procedure. We stress that it is protocol
dependent, and protocol security should be evaluated. At the high level, our
hashing guarantees that the garbler cannot open/equivocate an “honest” hashed
circuit as a valid “malicious” circuit (or vice versa). However, he can open any
(i.e. honest or malicious) hashed circuit as a “broken” one (i.e. one which will fail
evaluation).
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Our hG construction | Garble + SHA | justGarble
Standard Garbling 31.1 226.7 29
Half-gates 26.8 157.7 25.3

Table 5.1: Free Hash Implementation results

Covert C&C protocols [ALO7, KM15], as well as C&C based on majority output,
such as [LP11], can be made to work with hG. Indeed, exercising the extra power
the adversary has (turning a good or bad evaluation circuit into a broken evaluation
circuit) will simply cause covert evaluator to abort independently of its input.
Similarly, in [LP11], the evaluation circuits which were made broken cannot be
used to contribute to majority output. Using hG with [KM15] requires a bit of
care. [KM15] actually already explicitly support using [GMS08]. Using hG differs
from [GMSO08] only in that a cheating P, can open an honest evaluation circuit as
a broken one, resulting in an abort. However, the same effect could be achieved
by P; sending an invalid signature on the garbled circuit.

We note that [Lin13] uses [LP11] as a basic step in cheating punishment and
our hG can be used within the [LP11] subprotocol of [Lin13]. However, it is not
immediately clear hG can be used elsewhere in [Lin13]. This is because the cheating
punishment relies on evaluator having received a good evaluation circuit to recover
the cheating garbler’s input. However, in our case, malicious garbler can present
a broken circuit, preventing input recovery.

Similarly, it is not immediately clear that the dual-execution C&C protocols
of [HKE13, KMRR15] can take advantage of hG. Intuitively, this is because a
malicious generator P, might produce a single cheating circuit, which is likely to
be chosen for evaluation among a number of honest circuits. Then, P; will open
all honest evaluation circuits as broken ones. Avoiding selective failure attack, P,
will not abort, and the resulting output will depend on the output of the cheating
circuit.

Implementation. We implemented our scheme using libgarble [Mal] for garbling
and report on the performance below. In Table 5.1, we compare the cost of our
GC hashing construction with garbling and then hashing the GC using SHA. We
use the AES circuit to garble in the comparisons. The numbers in Table 5.1 are in
cycles per gate. The configuration of the machine we used to run our implemen-
tation is: 2.3 GHz Core 15-2410M processor with 4 GB RAM. The processor has
AES-NI integrated.

We believe that free hashing will simplify and speed up GC use particularly
in larger systems using GC, such as the Blind Seer encrypted database [PKV'14,
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FVKT15], where GC processing will be competing for the CPU resource with a
number of other tasks.

SFE of private certified functions. We now consider the use case described
in Section 1.3.2, where a Certificate Authority (CA) generates and certifies a num-
ber of GCs for use by the subscribers of the CA. In this case, clearly, CA is
the bottleneck; Table 5.1 demonstrates over 6x performance improvement for the
state-of-the-art half-gates GC, as compared with using standard hashing available
with the OpenSSL library. Again, we stress that with half-gates hashing, simple
XOR of all rows of all the gate tables provides a secure hash. This allows simple
implementation in addition to the performance improvement.

Impact on Cut-and-choose. We discuss the SFE performance improvement
brought by our work on the example of the state-of-the-art approach of [LP11]
and [KM15]. (Subsequent improvements to [LP11], as well as C&C, covert and
other GC protocols will benefit from free GC hashing correspondingly). We review
the C&C choices and parameters of [LP11, AO12, KM15] in light of [GMSO08] and
free hashing allowed by our work. We will show that:

1. Computing and sending additional GC hashes does not increase communi-
cation cost (computation cost is minimal due to our work), but significantly
reduces cheating probability (see Table 5.2).

2. Keeping the cheating probability constant, we improve total C&C time by
43—64% by sending circuit hashes instead of circuits as suggested by [GMSO08]
(See Table 5.3).

For concreteness, to achieve a cheating probability of, say, 274, the number of
garbled circuits that need to be sent is n. This incurs a communication cost, in
bits, of k£, where k = nC, and C is the cost of a garbled circuit.

Sending only the hashes of the garbled circuits in the beginning of the cut-and-
choose, let the total number of garbled circuits be n. Let h be the size of the hash
of a GC, which is the communication cost of a check circuit. Now, we have that
the communication bits incurred,

~ 1
k:ﬁh+§ﬁC

Setting the communication complexity to be the same, k = k = nC, we have,

- n
n:nq+§

h is the ratio of the cost of a check circuit and the cost of a garbled

—+ > n, thus giving a cheating probability

2

where q =
circuit. For ¢ < 1/2, we have n =

all
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277 < 27" for the same communication complexity. For large circuits, we expect
C > h, giving concrete improvements in the security at no additional communica-
tion cost.

Communication & | Number of circuits | Cheating probability / Deterrence
[LP11] k = 125]GC] n=125 210
[LP11] with hG, ¢ = 1/4 k =125|GC]| n = 166 2751
[LP11] with hG, ¢ = 1/8 k = 125|GC]| 7= 200 2762
[KM15] without [GMS08] k= 10|GC| n =10 0.9
[KM15] with hG, ¢ =1/4 k= 10|GC| n =36 0.972
[KM15] with hG, ¢ =1/8 k= 10|GC| n="T2 0.986

Table 5.2: SFE Performance improvement using Free Hash

We note that [KM15] incorporates the [GMS08| hashing in the protocol. As we
discussed, sending circuits over a fast channel may only be about 3x slower than
hardware-assisted garbling, while computing SHA1 may be up to 6x slower than
such garbling. Hence, sending circuits over a fast channel may actually be faster
than generating SHA1 hash. Therefore, in our calculations for the fast channel
setting as above, we consider [KM15] without [GMS08| hash. For comparison, we
note that the protocol of [Lin13] achieves covert security with deterrent e = 0.999
using 11 circuits, but does not achieve public verifiability.

Performance improvement for constant cheating probability. Consider
the task of evaluating a billion-gate circuit (cf. [KSS12]). We show estimated im-
provement due to our technique as applied to [LP11] and [KM15]. We do this
in terms of expended time by unifying the computation and communication costs
of generating and sending garbled circuits. These calculations are not based on
specific implementations or protocol definitions. Instead they are based on sim-
ple estimates of time needed to generate, hash and send GCs, and adding them
together.

We first calculate and explain the computation and communication costs in
seconds of our basic tasks.

According to [BHKR13], using JustGarble to garble the AES circuit (6660 non-
XOR gates) takes 637 microseconds. Adjusting for size, we calculate that the time
taken for GC generation for a circuit with 1 billion gates to be 95 seconds. For
communication, assuming ideal scenario in 1Gbps channel, assume we can send 1
billion bits/sec. Thus the time to send a circuit of 1 billion gates is 256 seconds at
(assuming half gates and 2 x 128 bits per gate).

The total number of seconds needed in the cut-and-choose phase to maliciously
evaluate a 1 billion-gate circuit with 2749 cheating probability using previous tech-
nique and our construction using the optimal parameters. In our calculation we
include the costs of generating, hashing (in our scheme) and sending the GCs. We
do not include the cost of regenerating the check circuits at the evaluator’s end that
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Total number | Number of | Circuits | Time

of circuits check circuits sent (in secs)
[LP11] 125 75 125 43875
[LP11] +hG 125 75 50 24675

Table 5.3: A billion-gate circuit. Execution time estimates of cut-and-choose with
our improvements to achieve cheating probability of 2740

Total number | Number of | Circuits | Time

of circuits check circuits sent (in secs)
[ALOT] 10 9 10 3510
[ALO7]+hG 10 9 1 1260
[KM15] without [GMS08] 10 9 10 3510
[KM15]+hG 10 9 1 1260

Table 5.4: A billion-gate circuit. Execution time estimates of cut-and-choose with
our improvements to achieve deterrence of € = 0.9.

is incurred by our technique. This is because this cost is also incurred by other
techniques. Indeed, checking correctness of a circuit that the evaluator already
has (directly, or when using [GMS08] hash) is simplest and fastest by receiving its
generating seed, reconstructing and comparing. We are concerned only with the
cut-and-choose phase, and ignore the time taken for OT and GC evaluation in the
protocol and show how our construction allow for reduced execution time in the
cut-and-choose phase.

The cost in seconds calculated in Table 5.3 is obtained by adding the time to
generate, hash (if needed) and send all the required garbled circuits. As explained
above, we assume that it takes 95 seconds to generate a 1-Billion gate GC, and
256 seconds to send it.

5.3 Application to Zero-Knowledge

Ishai et al. [IKOS07, IKOS09] introduced the “MPC-in-the-head” technique
that allows a generic transformation of an MPC protocol into a zero-knowledge
proof. This provides a powerful tool to obtain black-box constructions for generic
statements without relying on expensive Karp reductions. Recently, this tech-
nique was further studied in [GMO16] resulting in efficient ZK arguments tailored
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for Boolean circuits. They study variants of the “MPC-in-the-head” framework,
plug in different MPC protocols, and provide concrete estimates of soundness.
In [HV16], the authors extend this idea, into “2PC-in-the-head” and give a generic
transformation from a secure two-party computation protocol to a ZK proof.

We present a protocol that is essentially a special case of general cut-and-choose.
Since the verifier has no input, we do not have to handle selective failure where
the evaluator’s abort could leak a bit of his input, or ensure input consistency
of the garbler, since the circuit is evaluated on an input entirely known to the
garbler. While in [HV16], a similar approach is seen as “2PC-in-the-head”, we
cast our protocol as a cut-and-choose protocol. Standard transformations based
on Oblivious Transfer and Fiat-Shamir may then be applied to obtain a 2-round
ZK and a NIZK respectively. Loosely speaking, choosing to reveal P;’s view in
“2PC-in-the-head” in [HV16] is equivalent to choosing a circuit to be a check
circuit in our protocol; and choosing to reveal P,’s view corresponds to a circuit
being an evaluation circuit. We make some observations about the protocol that
could lead to improved efficiency.

e We do not need the gadgets for input consistency checks of the prover, and
input recovery mechanisms in case of inconsistent outputs as used in sev-
eral works [Lin13, LR14, RR16, MR17]. We note that we do not need to
enforce output recovery when two evaluated circuits result in different out-
puts. The output recovery mechanism that is used in general 2PC protocols
[Lin13, LR14, LR15, AMPR14, MR17] relies on authenticity property of the
underlying garbling scheme. This means that taking the [GMSO08] approach
of hashing GCs can benefit the sigma protocol to achieve an improvement
in communication complexity. The weaker hash definition introduced in this
chapter will suffice for our protocol and Free Hash allows this improvement
at no additional computational overhead.

e We do not rely on the authenticity property of the underlying garbling
scheme. It remains open to study authenticity-free garbled circuits and the
possibility of taking advantage of this, in a vein similar to privacy-free garbled
circuits [FNO15] and their application to zero-knowledge.

Sigma protocol from Garbled Circuits. Following the standard cut-and-
choose paradigm, the prover constructs many independent garbled circuits of the
circuit implementing C'. The verifier generates a uniformly random string as the
challenge. The challenge bits determine whether a garbled circuit is to be opened
and checked, or is to be evaluated. If all the check circuits are valid and if all
evaluated circuits output 1, the verifier accepts. This is sufficient for our applica-
tion since there is no need to address selective failure issues that arise in general
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computation. This is because the verifier has no private input, and hence there is
nothing to leak when he aborts.

We denote the garbled input corresponding to the jth wire in the ¢th circuit
by X7, for b € {0,1}. Our X-protocol is given in Figure 5.3.

We now prove that the protocol in Figure 5.3 is a X-protocol by proving that
it is honest-verifier zero knowledge and 2-special sound. The 2-special soundness
implies a soundness error of 27# where p is the length of the challenge, which is
the number of garbled circuits. It is easy to see that the protocol is 3-move and

complete.

Theorem 5.3.1. Protocol in Figure 5.3 is a X-protocol for the relation Ry with
2-special soundness, assuming G is a correct, private, verifiable garbling scheme.

Proof. 1. Special honest verifier zero-knowledge: The simulator Sim on input x
and r does the following. For every bit r; such that r; = 0, Sim constructs
the corresponding garbled circuits GC; honestly for the function C. For
every bit r; such that r; = 1, Sim uses the garbled circuit simulator that
exists for a private garbling scheme, to construct a fake garbled circuit that
always outputs 1. Indistinguishability of the simulator’s output from the real
transcript follows from the privacy of the garbling scheme.

2. Special soundness: Consider two accepting transcripts 7, = (a,7',el), o =
(a,7% €*). Now, r' # r? means there must exist some index ¢ where the
two strings differ, that is, r} # r?. w.l.o.g, this means that, the ith garbled
circuit in a is a check circuit in 71 and an evaluation circuit in 75. Since both
transcripts are accepting, GC; is a valid garbled circuit that was opened and
checked in 7 and GC; evaluated to 1 in 7. We can now extract the input
bits by mapping the input wire keys of the garbled circuit GC; in 7 with
the opened garbled circuit GC; in 7. By correctness and verifiability of the
garbling scheme used, the extracted bits x; are such that R(z,x) = 1.

m
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Figure 5.3: The GC based Y-protocol

Let G = (Gb, En, De, Eval, Ve) be a verifiable garbling scheme. Let C be the cir-
cuit implementing the relation R(x,w). Both parties have as input the security
parameter k, the statistical security parameter p and instance x, and the prover
additionally has as input a witness w such that R(x,w) = 1.

o Commit:

1. The prover P constructs p independent garbled circuits GCy,---,GC,
for C.
(GCA{XT, X }jep, {27, 21})  Gb(1%,C)

2. The prover sends the first message to the verifier.
a={(GC1. {Z], Z1}),...,(GCL. {Z)), Z,})}
e Prove:
1. The verifier chooses a uniformly random string r of length p.
r <+ {0,1}"

The verifier sends the challenge r to the prover.

2. For the challenge string r, if bit r; = 0, the garbled circuit GC; is a
check circuit and if r; = 1, GC; is an evaluation circuit. The prover
reveals the randomness used to construct GC; if r; = 0, and reveals the
input wire keys corresponding to input x if r; = 1.

e = {{XZ] j=1 ifri =1
;=

0 11n :
Xiijij i=1 otherwise

Send the response e = {e;}!_; to the verifier.
e Verify:

L. If Ve(C, GC;, {X7;, X171, {2}, Z]}) = 0 for some i with r; = 0, the

verifier outputs reject and aborts.
2. If De(EvaI(GCi,{ijj 1) Z9.71}) # 1 for some i with r; = 1, the
verifier outputs reject and aborts.

3. If the verifier did not abort, she outputs accept.
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Chapter 6

Conclusion

In this dissertation, we constructed efficient zero-knowledge proofs for com-
bination statements that have both algebraic and non-algebraic components. We
showed how to combine state-of-the-art approaches of sigma protocols, garbled cir-
cuits and SNARKSs while retaining the efficiency of each of them. We also showed
applications of zero-knowledge for combinations statements in anonymous creden-
tials and privacy-preserving proof of solvency for Bitcoin. Further, we proposed a
definition for hash security of garbled circuits, and gave constructions.

Several interesting questions remain open. We summarize some of them below.

e [t is a natural direction to explore how the techniques we introduced to
combine GC and sigma protocols might work with the “MPC-in-the-head”
technique. Recent work of ZKBoo [GMO16] that uses “MPC-in-the-head”
gives efficient sigma protocols to prove non-algebraic statements. Exploring
ZKBoo together with algebraic sigma protocols might lead to non-interactive
proofs for combination statements with different trade-offs.

e It remains to study authenticity-free garbled circuits. It is known that giving
up on privacy of garbled circuits leads to more efficient constructions and they
suffice for application in certain zero-knowledge protocols. Besides being
interesting to separate the different garbled circuit properties, the feasibility
of efficient authenticity-free garbled circuits could lead to similar application
to GC-based zero-knowledge protocols.

e Despite many advances in the efficiency of Garbled Circuit constructions,
the techniques mostly apply to boolean circuits. In our first construction
combining garbled circuits and sigma protocols for proof of a combination of
algebraic and non-algebraic statement, the bottleneck in terms of efficiency
is the garbling of a multiplication circuit. This can be greatly improved if we
could garble an arithmetic circuit directly. In a recent work, [BMR16] present
simple new constructions that apply to arithmetic circuits. It is interesting to
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try to use these gadgets for arithmetic garbling with our technique for zero-
knowledge proofs. It also remains to study if we can get better privacy-free
garbled circuits in the arithmetic world.
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